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Abstract

Social stereotypes negatively impact individ-
uals’ judgments about different groups and
may have a critical role in understanding lan-
guage directed toward marginalized groups.
Here, we assess the role of social stereotypes
in the automated detection of hate speech
in the English language by examining the
impact of social stereotypes on annotation
behaviors, annotated datasets, and hate speech
classifiers. Specifically, we first investigate the
impact of novice annotators’ stereotypes on
their hate-speech-annotation behavior. Then,
we examine the effect of normative stereo-
types in language on the aggregated annota-
tors’ judgments in a large annotated corpus.
Finally, we demonstrate how normative stereo-
types embedded in language resources are
associated with systematic prediction errors
in a hate-speech classifier. The results dem-
onstrate that hate-speech classifiers reflect so-
cial stereotypes against marginalized groups,
which can perpetuate social inequalities when
propagated at scale. This framework, combin-
ing social-psychological and computational-
linguistic methods, provides insights into
sources of bias in hate-speech moderation,
informing ongoing debates regarding machine
learning fairness.

Introduction

Artificial Intelligence (AI) technologies are prone
to acquiring cultural, social, and institutional bi-
ases from the real-world data on which they are
trained (McCradden et al., 2020; Mehrabi et al.,
2021; Obermeyer et al., 2019). AI models trained
on biased datasets both reflect and amplify those
biases (Crawford, 2017). For example, the domi-
nant practice in modern Natural Language Pro-
cessing (NLP)—which is to train AI systems
on large corpora of human-generated text data—
leads to representational biases, such as preferring
European American names over African Amer-
ican names (Caliskan et al., 2017), associating
words with more negative sentiment with phrases

referencing persons with disabilities (Hutchinson
et al., 2020), making ethnic stereotypes by asso-
ciating Hispanics with housekeepers and Asians
with professors (Garg et al., 2018), and assign-
ing men to computer programming and women
to homemaking (Bolukbasi et al., 2016).

Moreover, NLP models are particularly suscep-
tible to amplifying biases when their task involves
evaluating language generated by or describing a
social group (Blodgett and O’Connor, 2017). For
example, previous research has shown that tox-
icity detection models associate documents con-
taining features of African American English with
higher offensiveness than text without those fea-
tures (Sap et al., 2019; Davidson et al., 2019).
Similarly, Dixon et al. (2018) demonstrate that
models trained on social media posts are prone
to erroneously classifying ‘‘I am gay’’ as hate
speech. Therefore, using such models for moder-
ating social-media platforms can yield dispropor-
tionate removal of social-media posts generated
by or mentioning marginalized groups (Davidson
et al., 2019). This unfair assessment negatively
impacts marginalized groups’ representation in
online platforms, which leads to disparate impacts
on historically excluded groups (Feldman et al.,
2015).

Mitigating biases in hate speech detection, nec-
essary for viable automated content moderation
(Davidson et al., 2017; Mozafari et al., 2020), has
recently gained momentum (Davidson et al., 2019;
Dixon et al., 2018; Sap et al., 2019; Kennedy et al.,
2020; Prabhakaran et al., 2019). Most current su-
pervised algorithms for hate speech detection rely
on data resources that potentially reflect real-
world biases: (1) text representation, which maps
textual data to their numeric representations in a
semantic space; and (2) human annotations, which
represent subjective judgments about the hate
speech content of the text, constituting the train-
ing dataset. Both (1) and (2) can introduce biases
into the final model. First, a classifier may be-
come biased due to how the mapping of language
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to numeric representations is affected by stereo-
typical co-occurrences in the training data of the
language model. For example, a semantic asso-
ciation between phrases referencing persons with
disabilities and words with more negative senti-
ment in the language model can impact a classi-
fier’s evaluation of a sentence about disability
(Hutchinson et al., 2020). Second, individual-level
biases of annotators can impact the classifier in
stereotypical directions. For example, a piece of
rhetoric about disability can be analyzed and
labeled differently depending upon annotators’
social biases.

Although previous research has documented
stereotypes in text representations (Garg et al.,
2018; Bolukbasi et al., 2016; Manzini et al., 2019;
Swinger et al., 2019; Charlesworth et al., 2021),
the impact of annotators’ biases on training data
and models remains largely unknown. Filling this
gap in our understanding of the effect of human
annotation on biased NLP models is the focus of
this work. As argued by Blodgett et al. (2020)
and Kiritchenko et al. (2021), a comprehensive
evaluation of human-like biases in hate speech
classification needs to be grounded in social psy-
chological theories of prejudice and stereotypes,
in addition to how they are manifested in lan-
guage. In this paper, we rely on the Stereotype
Content Model (SCM; Fiske et al., 2002) which
suggests that social perceptions and stereotyp-
ing form along two dimensions, namely, warmth
(e.g., trustworthiness, friendliness) and compe-
tence (e.g., capability, assertiveness). The SCM’s
main tenet is that perceived warmth and compe-
tence underlie group stereotypes. Hence, different
social groups can be positioned in different loca-
tions in this two-dimensional space, since much
of the variance in stereotypes of groups is ac-
counted for by these basic social psychological
dimensions.

In three studies presented in this paper, we study
the pipeline for training a hate speech classi-
fier, consisting of collecting annotations, aggre-
gating annotations for creating the training dataset,
and training the model. We investigate the effects
of social stereotypes on each step, namely, (1)
the relationship between social stereotypes and
hate speech annotation behaviors, (2) the relation-
ship between social stereotypes and aggregated
annotations of trained, expert annotators in cu-
rated datasets, and (3) social stereotypes as they
manifest in the biased predictions of hate speech

classifiers. Our work demonstrates that differ-
ent stereotypes along warmth and competence
differentially affect individual annotators, cu-
rated datasets, and trained language classifiers.
Therefore, understanding the specific social bi-
ases targeting different marginalized groups is
essential for mitigating human-like biases of AI
models.

1 Study 1: Text Annotation

Here, we investigate the effect of individuals’
social stereotypes on their hate speech annotations.
Specifically, we aim to determine whether novice
annotators’ stereotypes (perceived warmth and/or
competence) of a mentioned social group lead
to higher rate of labeling text as hate speech and
higher rates of disagreement with other annotators.

We conduct a study on a nationally stratified
sample (in terms of age, ethnicity, gender, and
political orientation) of US adults. First, we ask
participants to rate eight US-relevant social groups
on different stereotypical traits (e.g., friendliness).
Then, participants are presented with social media
posts mentioning the social groups and are asked
to label the content of each post based on whether
it attacks the dignity of that group. We expect
the perceived warmth and/or competence of the
social groups to be associated with participants’
annotation behaviors, namely, their rate of labeling
text as hate speech and disagreeing with other
annotators.

Participants To achieve a diverse set of an-
notations, we recruited a relatively large (N =
1,228) set of participants in a US sample stratified
across participants’ gender, age, ethnicity, and po-
litical ideology through Qualtrics Panels.1 After
filtering participants based on quality-check items
(described below), our final sample included 857
American adults (381 male, 476 female) rang-
ing in age from 18 to 70 (M = 46.7, SD =
16.4) years, about half Democrats (50.4%) and
half Republicans (49.6%), with diverse reported
race/ethnicity (67.8% White or European Amer-
ican, 17.5% Black or African American, 17.7%
Hispanic or Latino/Latinx, 9.6% Asian or Asian
American).

1https://www.census.gov/quickfacts/fact
/table/US/PST045221.
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Stimuli To compile a set of stimuli items for this
study, we selected posts from the Gab Hate Cor-
pus (GHC; Kennedy et al., 2022), which includes
27,665 social-media posts collected from the cor-
pus of Gab.com (Gaffney, 2018), each annotated
for their hate speech content by at least three ex-
pert annotators. We collected all posts with high
disagreement among the GHC’s (original) anno-
tators (based on Equation 1 for quantifying item
disagreement) which mention at least one social
group. We searched for posts mentioning one of
the eight most frequently targeted social groups
in the GHC: (1) women; (2) immigrants; (3) Mus-
lims; (4) Jews; (5) communists; (6) liberals; (7)
African Americans; and (8) homosexual individ-
uals. We selected seven posts per group, result-
ing in a set of 56 items in total.

Explicit Stereotype Measure We assessed par-
ticipants’ warmth and competence stereotypes of
the 8 US social groups in our study based on
their perceived traits for a typical member of each
group. To this end, we followed social psycholog-
ical approaches for collecting these self-reported,
explicit stereotypes (Cuddy et al., 2008) and
asked participants to rate a typical member of
each social group (e.g., Muslims) based on their
‘‘friendliness’’, ‘‘helpfulness,’’ ‘‘peacefulness,’’
and ‘‘intelligence.’’ Following previous studies
of perceived stereotypes (Huesmann et al., 2012;
Cuddy et al., 2007), participants were asked to
rate these traits from low (e.g., ‘‘unfriendly’’) to
high (e.g., ‘‘friendly’’) using an 8-point semantic
differential scale. We considered the average of
the first three traits as the indicator of perceived
warmth2 and the fourth item as the perceived
competence.

While explicit assessments are generally corre-
lated with implicit measures of attitude, in the case
of self-reporting social stereotypes, participants’
explicit answers can be less significantly corre-
lated with their implicit biases, potentially due
to motivational and cognitive factors (Hofmann
et al., 2005). Therefore, it should be noted that
this study relies on an explicit assessment of so-
cial stereotypes, and the results do not directly
explain the effects of implicit biases on annotat-
ing hate speech.

2Cronbach’s α’s ranged between .90 [women] and .95
[Muslims].

Hate Speech Annotation Task We asked par-
ticipants to annotate the 56 items based on a short
definition of hate speech (Kennedy et al., 2022):
‘‘Language that intends to attack the dignity of
a group of people, either through an incitement
to violence, encouragement of the incitement to
violence, or the incitement to hatred.’’

Participants could proceed with the study only
after they acknowledged understanding the pro-
vided definition of hate speech. We then tested
their understanding of the definition by plac-
ing three synthetic ‘‘quality-check’’ items among
survey items, two of which included clear and
explicit hateful language directly matching our
definition and one item that was simply infor-
mational (see Supplementary Materials). Overall,
371 out of the original 1,228 participants failed
to satisfy these conditions and their input was
removed from the data.3

Disagreement Throughout this paper, we as-
sess annotation disagreement in different levels:

• Item disagreement, d(i): Motivated by Fleiss
(1971), for each item i, item disagreement
d(i) is the number of annotator pairs that
disagree on the item’s label, divided by the
number of all possible annotator pairs.4

d(i) =
n
(i)
1 × n

(i)
0(

n
(i)
1 +n

(i)
0

2

) (1)

Here, n
(i)
1 and n

(i)
0 show the number of

hate and non-hate labels assigned to i,
respectively.

• Participant item-level disagreement, d(p,i):
For each participant p and each item i, we
define d(p,i) as the ratio of participants with
whom p agreed, to the size of the set of par-
ticipants who annotated the same item (P ).

d(p,i) =
|{p′|p′ ∈ P − {p}, yp,i = yp′,i}|

|P |
(2)

Here, yp,i is the label that p assigned to i.

3The replication of our analyses with all participants
yielded similar results, reported in Supplementary Materials.

4We found this measure more suitable than a simple
percentage, as Fleiss captures the total number of annotators
as well as the disagreeing pairs.
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• Group-level disagreement, d(p,S): For a spe-
cific set of items S and an annotator p, d(p,S)
captures how much p disagrees with others
over items in S. We calculate d(p,S) by
averaging d(p,i)s for all items i ∈ S

d(p,S) =
1

|S|
∑

i∈S
d(p,i) (3)

Annotators’ Tendency To explore participants’
annotation behaviors relative to other participants,
we rely on the Rasch model (Rasch, 1993). The
Rasch model is a psychometric method that mod-
els participants’ responses—here, annotations—
to items by calculating two sets of parameters,
namely, the ability of each participant and the
difficulty of each item. Similar approaches, based
on Item Response Theory (IRT), have recently
been applied in evaluating NLP models (Lalor
et al., 2016) and for modeling the relative per-
formance of annotators (Hovy et al., 2013).
While, compared to Rasch models, IRT mod-
els can include more item-level parameters, our
choice of Rasch models is based on their ro-
bust estimations for annotators’ ability scores.
Specifically, Rasch models calculate the ability
score solely based on individuals’ performances
and independent from the sample set. In contrast,
in IRT-based approaches, individual annotators’
scores depend on the complete set of annotators
(Stemler and Naples, 2021). To provide an estima-
tion of these two sets of parameters (annotators’
ability and items’ difficulty), the Rasch model
iteratively fine-tunes parameters’ values to ulti-
mately fit the best probability model to partici-
pants’ responses to items. Here, we apply a Rasch
model to each set of items mentioning a specific
social group.

It should be noted that Rasch models con-
sider each response as either correct or incorrect
and estimate participants’ ability and items’ diffi-
culty based on the underlying logic that subjects
have a higher probability of correctly answering
easier items. However, we assume no ‘‘ground
truth’’ for the labels, therefore ‘‘1’’s and ‘‘0’’s
represent annotators ‘‘hate’’ and ‘‘not hate’’
answers. Therefore, items’ difficulty (which orig-
inally represents the probability of ‘‘0’’ labels)
can be interpreted as non-hatefulness (probabil-
ity of ‘‘non-hate’’ labels). Respectively, partici-
pants’ ability (probability of getting a ‘‘1’’ for a
difficult item), can be interpreted as their ten-

Figure 1: The overview of Study 1. Novice annotators
are asked to label hate speech content of each post.
Then, their annotation behaviors, per social group to-
ken, are taken to be the number of posts they labeled as
hate speech, their disagreement with other annotators
and their tendency to identify hate speech.

dency towards labeling text as hate (labeling
non-hateful items as hateful). Throughout this
study we use tendency to refer to the ability
parameter.

Analysis We estimate associations between par-
ticipants’ social stereotypes about each social
group with their annotation behaviors evaluated
on items mentioning that social group. Namely,
the dependent variables are (1) the number of hate
labels, (2) the tendency (via the Rasch model) to
detect hate speech relative to others, and (3) the
ratio of disagreement with other participants—as
quantified by group-level disagreement. To ana-
lyze annotation behaviors concerning each social
group, we considered each pair of participant
(N = 857) and social group (ngroup = 8) as
an observation (ntotal = 6,856). Each observa-
tion includes the social group’s perceived warmth
and competence based on the participant’s an-
swer to the explicit stereotype measure, as well
as their annotation behaviors on items that men-
tion that social group. Since each observation
is nested in and affected by annotator-level and
social-group level variable, we fit cross-classified
multi-level models to analyze the association
of annotation behaviors with social stereotypes.
Figure 1 illustrates our methodology in con-
ducting Study 1. All analyses were performed in
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R (3.6.1), and the eRm (1.0.1) package was used
for the Rasch model.

Results We first investigated the relation be-
tween participants’ social stereotypes about each
social group and the number of hate speech la-
bels they assigned to items mentioning that group.
The result of a cross-classified multi-level Poisson
model, with the number of hate speech labels as
the dependent variable and participants’ percep-
tion of warmth and competence as independent
variables, shows that a higher number of items
are categorized as hate speech when participants
perceive that social group as high on competence
(β = 0.03,SE = 0.006, p < .001). In other words,
a one point increase in a participant’s rating of a
social group’s competence (on the scale of 1 to 8)
is associated with a 3.0% increase in the number
of hate labels they assigned to items mentioning
that social group. Perceived warmth scores were
not significantly associated with the number of
hate labels (β = 0.01, p = .128).

We then compared annotators’ relative ten-
dency to assign hate speech labels to items
mentioning each social group, calculated by the
Rasch models. We conducted a cross-classified
multi-level linear model to predict participants’
tendency as the dependent variable, and each
social group’s warmth and competence stereo-
types as independent variables. The result shows
that participants demonstrate higher tendency (to
assign hate speech labels) on items that men-
tion a social group they perceive as highly
competent (β = 0.07, SE = 0.013, p < .001).
However, perceived warmth scores were not sig-
nificantly associated with participants’ tendency
scores (β = 0.02, SE = 0.014, p = 0.080).

Finally, we analyzed participants’ group-level
disagreement for items that mention each social
group. We use a logistic regression model to pre-
dict disagreement ratio, which is a value between 0
and 1. The results of a cross-classified multi-level
logistic regression, with group-level disagreement
ratio as the dependent variable and warmth and
competence stereotypes as independent variables,
show that participants disagreed more on items
that mention a social group which they perceive
as low on competence (β = −0.29, SE = 0.001,
p < .001). In other words, a one point decrease
in a participant’s rating of a social group’s com-
petence (on the scale of 1 to 8) is associated with
a 25.2% increase in their odds of disagreement

Figure 2: The relationship between the stereotypical
competence of social groups and (1) the number of
hate labels annotators detected, (2) their tendency to
detect hate speech, and (3) their ratio of disagree-
ment with other participants (top to bottom).

on items mentioning that social group. Perceived
warmth scores were not significantly associated
with the odds of disagreement (β = 0.05, SE =
0.050, p = .322).

In summary, as represented in Figure 2, the
results of Study 1 demonstrate that when novice
annotators perceive a mentioned social group as
high on competence they (1) assign more hate
speech labels, (2) show higher tendency for iden-
tifying hate speech, and (3) disagree less with
other annotators. These associations collectively
denote that when annotators stereotypically per-
ceive a social group as highly competent, they
tend to become more sensitive or alert about hate
speech directed toward that group. These results
support the idea that hate speech annotation is af-
fected by annotators’ stereotypes (specifically the
perceived competence) of target social groups.

2 Study 2: Ground-Truth Generation

The high levels of inter-annotator disagreements
in hate speech annotation (Ross et al., 2017) can
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Figure 3: The overview of Study 2. We investigate
a hate speech dataset and evaluate the inter-annotator
disagreement and majority label for each document in
relation to stereotypes about mentioned social groups.

be attributed to numerous factors, including an-
notators’ varying perception of the hateful lan-
guage, or ambiguities of the text being annotated
(Aroyo et al., 2019). However, aggregating these
annotations into single ground-truth labels disre-
gards the nuances of such disagreements (Uma
et al., 2021) and even leads to disproportionate
representation of individual annotators in anno-
tated datasets (Prabhakaran et al., 2021). Here,
we explore the effect of normative social stereo-
types, as encoded in language, on the aggregated
hate labels provided in a large annotated dataset.

Annotated datasets of hate speech commonly
represent the aggregated judgments of annota-
tors rather than individual annotators’ annotation
behaviors. Therefore, rather than being impacted
by individual annotators’ self-reported social ste-
reotypes (as in Study 1), we expect aggregated
labels to be affected by normative social stereo-
types. Here, we rely on semantic representations
of social groups in pre-trained language models,
known to encode normative social stereotypes
and biases of large text corpora (Bender et al.,
2021). Figure 3 illustrates the methodology of
Study 2.

Data We analyzed the GHC (Kennedy et al.,
2022, discussed in Study 1) which includes 27,665
social-media posts labeled for hate speech content
by 18 annotators. This dataset includes 91,967
annotations in total, where each post is annotated
by at least three coders. Based on our definition of
item disagreement in Equation 1, we computed

the inter-annotator disagreement and the majority
vote for each of the posts and considered them as
dependent variables in our analyses.

Quantifying Social Stereotypes To quantify
social stereotypes about each social group from
our list of social group tokens (Dixon et al.,
2018), we calculated semantic similarity of that
social group term with lexicons (dictionaries) of
competence and warmth (Pietraszkiewicz et al.,
2019). The competence and warmth dictionaries
consist of 192 and 184 tokens, respectively, and
have been shown to measure linguistic markers
of competence and warmth reliably in different
contexts.

We calculated the similarity of each social
group token with the entirety of words in dictio-
naries of warmth and competence in a latent vec-
tor space based on previous approaches (Caliskan
et al., 2017; Garg et al., 2018). Specifically, for
each social group token, s and each word w in
the dictionaries of warmth (Dw) or competence
(Dc) we first obtain their numeric representation
(R(s) ∈ R

t and R(w) ∈ R
t, respectively) from

pre-trained English word embeddings (GloVe;
Pennington et al., 2014). The representation func-
tion, R(), maps each word to a t-dimensional
vector, trained based on the word co-occurrences
in a corpus of English Wikipedia articles. Then,
the warmth and competence scores for each so-
cial group token were calculated by averaging
the cosine similarity of the numeric represen-
tation of the social group token and the numeric
representation of the words of the two dictionaries.

Results We examined the effects of the quanti-
fied social stereotypes on hate speech annotations
captured in the dataset. Specifically, we compared
post-level annotation disagreements with the men-
tioned social group’s warmth and competence.
For example, based on this method, ‘‘man’’ is the
most semantically similar social group token to
the dictionary of competence (Cman = 0.22),
while ‘‘elder’’ is the social group token with the
closest semantic representation to the dictionary
of warmth (Welder = 0.19). Of note, we inves-
tigated the effect of these stereotypes on hate
speech annotation of social media posts that men-
tion at least one social group token (Nposts =
5535). Since some posts mention more than one
social group token, we considered each men-
tioned social group token as an observation
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(Nobservation = 7550), and conducted a multi-
level model, with mentioned social group tokens
as the level-1 variable and posts as the level-2
variable. We conducted two logistic regression
analyses to assess the impact of (1) the warmth
and (2) the competence of the mentioned social
group as independent variables, and with the inter-
annotator disagreement as the dependent vari-
able. The results of the two models demonstrate
that both higher warmth (β = −2.62, SE = 0.76,
p < 0.001) and higher competence (β = −5.27,
SE = 0.62, p < 0.001) scores were associated
with lower disagreement. Similar multi-level lo-
gistic regressions with the majority hate label of
the posts as the dependent variable and consider-
ing either social groups’ warmth or competence
as independent variables show that competence
predicts lower hate (β = −7.77, SE = 3.47, p =
.025), but there was no significant relationship
between perceived warmth and the hate speech
content (β = −3.74, SE = 4.05, p = 0.355). We
like to note that controlling for the frequency of
each social groups’ mentions in the dataset yields
the same results (see Supplementary Materials).

In this study, we demonstrated that social ste-
reotypes (i.e., warmth and competence), as en-
coded into language resources, are associated with
annotator disagreement in an annotated dataset
of hate speech. As in Study 1, annotators agreed
more on their judgments about social media
posts that mention stereotypically more com-
petent groups. Moreover, we observed higher
inter-annotator disagreement on social media
posts that mentioned stereotypically cold social
groups (Figure 4). While Study 1 demonstrated
novice annotators’ higher tendency for detecting
hate speech targeting stereotypically competent
groups, we found a lower likelihood of hate labels
for posts that mention stereotypically competent
social groups in this dataset. The potential reasons
for this discrepancy are: (1) while both novice and
expert annotators have been exposed to the same
definition of hate speech (Kennedy et al., 2018),
expert annotators’ training focused more on the
consequences of hate speech targeting marginal-
ized groups; moreover, the lack of variance in
expert annotators’ socio-demographic background
(mostly young, educated, liberal adults) have led
to their increased sensitivity about hate speech
directed toward specific stereotypically incompe-
tent groups; and (2) while Study 1 uses a set of
items with balanced representation for different

Figure 4: Effects of social groups’ stereotype content,
on majority hate labels, and annotators’ disagreement.

social groups, the dataset used in Study 2 in-
cludes disproportionate mentions of social groups.
Therefore, the effect might be caused by the
higher likelihood of hateful language appearing
in GHC’s social media posts mentioning stereo-
typically less competent groups.

3 Study 3: Model Training

NLP models that are trained on human-annotated
datasets are prone to patterns of false predic-
tions associated with specific social group tokens
(Blodgett and O’Connor, 2017; Davidson et al.,
2019). For example, trained hate speech classi-
fiers may have a high probability of assigning a
hate speech label to a non-hateful post that men-
tions the word ‘‘gay.’’ Such patterns of false
predictions are known as prediction bias (Hardt
et al., 2016; Dixon et al., 2018), which impact
models’ performance on input data associated
with specific social groups. Previous research
has investigated several sources leading to pre-
diction bias, such as disparate representation of
specific social groups in the training data and
language models, or the choice of research de-
sign and machine learning algorithm (Hovy and
Prabhumoye, 2021). However, to our knowledge,
no study has evaluated prediction bias with re-
gard to the normative social stereotypes targeting
each social group. In Study 3, we investigate
whether social stereotypes influence hate speech
classifiers’ prediction bias toward those groups.
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Figure 5: The overview of Study 3. In each iteration,
the model is trained on a subset of the dataset. The false
predictions of the model are then calculated for each
social group token mentioned in test items.

We define prediction bias as erroneous predic-
tions of our text classifier model. We specifically
focus on false positives (hate-speech labels as-
signed to non-hateful instances) and false nega-
tives (non-hate-speech labels assigned to hateful
instances) (Blodgett et al., 2020).

In the two previous studies, we demonstrated
that variance in annotators’ behaviors toward hate
speech and imbalanced distribution of ground-
truth labels in datasets are both associated with
stereotypical perceptions about social groups.
Accordingly, we expect hate speech classifiers,
trained on the ground-truth labels, to be af-
fected by stereotypes that provoke disagreements
among annotators. If that is the case, we ex-
pect the classifier to perform less accurately
and in a biased way on social-media posts that
mention social groups with specific social stereo-
types. To detect patterns of false predictions for
specific social groups (i.e., prediction bias), we
first train several models on different subsets of
an annotated corpus of hate speech (GHC; de-
scribed in Study 1 and 2). We then evaluate the
frequency of false predictions provided for each
social group and their association with the so-
cial groups’ stereotypes. Figure 5 illustrates an
overview of this study.

Hate Speech Classifiers We implemented three
hate speech classifiers; the first two models are
based on pre-trained language models, BERT

(Devlin et al., 2019) and RoBERTa (Zhuang
et al., 2021). We implemented these two classifi-
cation models using the transformers (v3.1)
library of HuggingFace (Wolf et al., 2020) and
fine-tuned both models for six epochs with a
learning rate of 10−7. The third model applies
a Support Vector Machine (SVM; Cortes and
Vapnik, 1995) with a linear kernel on Term
Frequency-Inverse Document Frequency (TF-IDF)
vector representations, implemented through the
scikit-learn (Pedregosa et al., 2011) Python
package.

Models were trained on subsets of the GHC
and their performance was evaluated on test items
mentioning different social groups. To account
for possible variations in the resulting models,
caused by selecting different subsets of the data-
set for training, we performed 100 iterations of
model training and evaluating for each classi-
fier. In each iteration, we trained the model on a
randomly selected 80% of the dataset (ntrain =
22, 132) and recorded the model predictions on
the remaining 20% of the samples (ntest =
5, 533). Then, we explored model predictions for
all iterations (nprediction = 100× 5, 533), to cap-
ture false predictions for instances that mention
at least one social group token. By comparing
the model prediction with the majority vote for
each instance provided in GHC, we detected all
‘‘incorrect’’ predictions. For each social group,
we specifically capture the number of false-
negative (hate speech instances which are labeled
as non-hateful) and false-positive (non-hateful
instances labeled as hate speech) predictions. For
each social group token the false-positive and
false-negative ratios are calculated by dividing
the number of false predictions by the total num-
ber of posts mentioning the social group token.

Quantifying Social Stereotypes In each analy-
sis, we considered either warmth or competence
(calculated as in Study 2) of social groups as the
independent variable to predict false-positive and
false-negative predictions as dependent variables.

Classification Results On average, the clas-
sifiers based on BERT, RoBERTa, and SVM
achieved F1 scores of 48.22% (SD = 3%),
47.69% (SD = 3%), and 35.4% (SD = 1%),
respectively, on the test sets over the 100 itera-
tions. Since the GHC includes a varying number
of posts mentioning each social group token, the
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predictions (nprediction = 553, 300) include a
varying number of items for each social group
token (M = 2,284.66, Mdn = 797.50, SD =
3,269.20). ‘‘White’’ as the most frequent social
group token appears in 16,155 of the predictions
and ‘‘non-binary’’ is the least frequent social
group token with only 13 observations. Since so-
cial group tokens have varying distributions in
the dataset, we considered the ratios of false pre-
dictions (rather than frequencies) in all regres-
sion models by adding the log-transform of the
number of test samples for each social group
token as the offset.

Analysis of Results The average false-positive
ratio of social group tokens in the BERT-classifier
was 0.58 (SD = 0.24), with a maximum of 1.00
false-positive ratio for several social groups, in-
cluding ‘‘bisexual’’, and the minimum of 0.03
false-positive ratio for ‘‘Buddhist.’’ In other
words, BERT-classifiers always predicted incor-
rect hate speech labels for non-hateful social-
media posts mentioning ‘‘bisexuals’’ while rarely
making those mistakes for posts mentioning
‘‘Buddhists’’. The average false-negative ratio of
social group tokens in the BERT-classifier was
0.12 (SD = 0.11), with a maximum of 0.49
false-negative ratio associated with ‘‘homosex-
ual’’ and the minimum of 0.0 false-negative ratio
for several social groups including ‘‘Latino.’’ In
other words, BERT-classifiers predicted incorrect
non-hateful labels for social-media post mention-
ing ‘‘homosexuals’’ while hardly making those
mistakes for posts mentioning ‘‘Latino’’. These
statistics are consistent with observations of pre-
vious findings (Davidson et al., 2017; Kwok and
Wang, 2013; Dixon et al., 2018; Park et al., 2018),
which identify false-positive errors as the more
critical issue with hate speech classifiers.

For each classifier, we assess the number
of false-positive and false-negative hate speech
predictions for social-media posts that mention
each social group. For analyzing each classifier,
two Poisson models were created, consider-
ing false-positive predictions as the dependent
variable and social groups’ (1) warmth or (2) com-
petence, calculated from a pre-trained language
model (see Study 2) as the independent variable.
The same settings were considered in two other
Poisson models to assess false-negative predic-
tions as the dependent variable, and either warmth
or competence as the independent variable.

False Positive False Negative
W C W C

BERT −0.09** −0.23** −0.04** −0.10**
RoBERTa −0.04** −0.15** 0.02 0.05*
SVM −0.05** −0.09** −0.01 −0.09**

Table 1: Associations of erroneous predictions
(false positives and false negatives) and so-
cial groups’ warmth (W) and competence (C)
stereotypes in predictions of three classifiers. **
and * represent p-values less than .001 and .05,
respectively.

Table 1 reports the association between so-
cial groups’ warmth and competence stereotypes
with the false hate speech labels predicted by
the models. The results indicate that the number
of false-positive predictions is negatively associ-
ated with the social groups’ language-embedded
warmth and competence scores in all three mod-
els. In other words, texts that mentions social
groups stereotyped as cold and incompetent are
more likely to be misclassified as containing hate
speech; for instance, in the BERT-classifier a one
point increase in the social groups warmth and
competence is, respectively, associated with 8.4%
and 20.3% decrease in model’s false-positive error
ratios. The number of false-negative predictions
is also significantly associated with the social
groups’ competence scores; however, this asso-
ciation had varying directions among the three
models. BERT and SVM classifiers are more
likely to misclassify instances as not containing
hate speech when texts mention stereotypically
incompetent social groups; such that one point
increase in competence is associated with 9.8%
decrease in BERT model’s false-negative error
ratio. Whereas false-negative predictions of the
RoBERTa model is more likely for text men-
tioning stereotypically competent social groups.
The discrepancy in the association of warmth and
competence stereotypes and false-negative errors
calls for further investigation. Figure 6 depicts
the associations of the two stereotype dimen-
sions with the proportions of false-positive and
false-negative predictions of the BERT classifier
for social groups.

In summary, this study demonstrates that erro-
neous predictions of hate speech classifiers are
associated with the normative stereotypes re-
garding the social groups mentioned in text.
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Figure 6: Social groups’ higher stereotypical compe-
tence and warmth is associated with lower false positive
and negative predictions in hate speech detection.

Particularly, the results indicate that documents
mentioning stereotypically colder and less compe-
tent social groups, which lead to higher disagree-
ment among expert annotators based on Study 2,
drive higher error rates in hate speech classi-
fiers. This pattern of high false predictions (both
false-positives and false-negatives) for social
groups stereotyped as cold and incompetent im-
plies that prediction bias in hate speech classifiers
is associated with social stereotypes, and resem-
bles normative social biases that we documented
in the previous studies.

4 Discussion

Here, we integrate theory-driven and data-driven
approaches (Wagner et al., 2021) to investigate
human annotators’ and normative social stereo-
types as a source of bias in hate speech data-
sets and classifiers. In three studies, we combine
social psychological frameworks and computa-
tional methods to make theory-driven predictions
about hate-speech-annotation behavior and em-
pirically test the sources of bias in hate speech
classifiers. Overall, we find that hate speech an-
notation behaviors, often assumed to be objective,
are impacted by social stereotypes, and that this
in turn adversely influences automated content
moderation.

In Study 1, we investigated the association
between participants’ self-reported social stereo-
types against 8 different social groups, and their
annotation behavior on a small subset of social-

media posts about those social groups. Our find-
ings indicate that for novice annotators judging
social groups as competent is associated with a
higher tendency toward detecting hate and lower
disagreement with other annotators. We reasoned
that novice annotators prioritize protecting the
groups they perceive as warm and competent.
These results can be interpreted based on the Be-
haviors from Intergroup Affect and Stereotypes
framework (BIAS; Cuddy et al., 2007): groups
judged as competent elicit passive facilitation (i.e.,
obligatory association), whereas those judged as
lacking competence elicit passive harm (i.e., ig-
noring). Here, novice annotators might tend to
‘‘ignore’’ social groups judged to be incompe-
tent and not assign ‘‘hate speech’’ labels to in-
flammatory posts attacking these social groups.

However, Study 1’s results may not uncover
the pattern of annotation biases in hate speech
datasets as data curation efforts rely on annotator
pools with imbalanced representation of different
socio-demographic groups (Posch et al., 2018) and
data selection varies among different datasets. In
Study 2, we examined the role of social stereotypes
in the aggregation process, where expert annota-
tors’ disagreements are discarded to create a large
dataset containing the ground-truth hate-speech
labels. We demonstrated that, similar to Study 1,
texts that included groups stereotyped to be warm
and competent were highly agreed upon. How-
ever, unlike Study 1, posts mentioning groups
stereotyped as incompetent are more frequently
marked as hate speech by the aggregated labels.
In other words, novice annotators tend to focus
on protecting groups they perceive as competent;
however, the majority vote of expert annotators
tend to focus on common targets of hate in the
corpus. We noted two potential reasons for this
disparity (1) Novice and expert annotators vary
in their annotation behaviors; in many cases, hate
speech datasets are labeled by expert annotators
who are thoroughly trained for this specific task
(Patton et al., 2019), and have specific experi-
ences that affect their perception of online hate
(Talat, 2016). GHC annotators were undergrad-
uate psychologist research assistants trained by
first reading a typology and coding manual for
studying hate-based rhetoric and then passing a
curated test of about thirty messages designed for
assessing their understanding of the annotation
task (Kennedy et al., 2022). Therefore, their rel-
atively higher familiarity with and experience in
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annotating hate speech, compared to annotators
in Study 1, led to different annotation behaviors.
Moreover, dataset annotators are not usually rep-
resentative of the exact population that interacts
with social media content. As pointed out by Dı́az
et al. (2022), understanding the socio-cultural fac-
tors of an annotator pool can shed light on the
disparity of our results. In our case, identities and
lived experiences can significantly vary between
participants in Study 1 and GHC’s annotators in
Study 2, which impacts how annotation ques-
tions are interpreted and responded to. (2) Social
groups with specific stereotypes have imbalanced
presence in hate speech datasets; while in Study 1,
we collect a balanced set of items with equal rep-
resentation for each of the 8 social groups, social
media posts disproportionately include mentions
of different social groups, and the frequency of
each social group being targeted depends on mul-
tiple social and contextual factors.

To empirically demonstrate the effect of social
stereotypes on supervised hate speech classifiers,
in Study 3, we evaluated the performance and
biased predictions of such models when trained
on an annotated dataset. We used the ratio of
incorrect predictions to operationalize the clas-
sifiers’ unintended bias in assessing hate speech
toward specific groups (Hardt et al., 2016). Study
3’s findings suggested that social stereotypes of
a mentioned group, as captured in large language
models, are significantly associated with biased
classification of hate speech such that more false-
positive predictions are generated for documents
that mention groups that are stereotyped to be
cold and incompetent. However, we did not find
consistent trends in associations between social
groups’ warmth and competence stereotypes and
false-negative predictions among different mod-
els. These results demonstrate that false-positive
predictions are more frequent for the same social
groups that evoked more disagreements between
annotators in Study 2. Similar to Davani et al.
(2022), these findings challenge supervised learn-
ing approaches that only consider the majority
vote for training a hate speech classifier and dis-
pose of the annotation biases reflected in inter-
annotator disagreements.

It should be noted that while Study 1 assesses so-
cial stereotypes as reported by novice annotators,
Studies 2 and 3 rely on a semantic representa-
tion of such stereotypes. Since previous work on
language representation have shown that semantic

representations encode socially embedded biases,
in Studies 2 and 3 we referred to the construct
under study as normative social stereotypes. Our
comparison of results demonstrated that novice
annotators’ self-reported social stereotypes im-
pact their annotation behaviors, and the annotated
datasets and hate speech classifiers are prone to
being affected by normative stereotypes.

Our work is limited to the English language,
a single dataset of hate speech, and participants
from the US. Given that the increase in hate
speech is not limited to the US, it is important
to extend our findings in terms of research par-
ticipants and language resources. Moreover, we
applied SCM to quantify social stereotypes, but
other novel theoretical frameworks such as the
Agent-Beliefs-Communion model (Koch et al.,
2016) can be applied in the future to uncover
other sources of bias.

5 Related Work

Measuring Annotator Bias Annotators are bi-
ased in their interpretations of subjective language
understanding tasks (Aroyo et al., 2019; Talat
et al., 2021). Annotators’ sensitivity to toxic lan-
guage can vary based on their expertise (Talat,
2016), lived experiences (Patton et al., 2019), and
demographics (e.g., gender, race, and political
orientation) (Cowan et al., 2002; Norton and
Sommers, 2011; Carter and Murphy, 2015;
Prabhakaran et al., 2021; Jiang et al., 2021).
Sap et al. (2022) discovered associations between
annotators’ racist beliefs and their perceptions of
toxicity in anti-Black messages and text written
in African American English. Compared to pre-
vious efforts, our research takes a more general
approach to modeling annotators’ biases, which
is not limited to specific targets of hate.

Recent research efforts argue that annotators’
disagreements should not be treated solely as
noise in data (Pavlick and Kwiatkowski, 2019)
and call for alternative approaches for consid-
ering annotators as independent sources for in-
forming the modeling process in subjective tasks
(Prabhakaran et al., 2021). Such efforts tend to im-
prove data collection (Vidgen et al., 2021; Rottger
et al., 2022) and the modeling process in various
tasks, such as detecting sarcasm (Rajadesingan
et al., 2015), humor (Gultchin et al., 2019), senti-
ment (Gong et al., 2017), and hate speech (Kocoń
et al., 2021). For instance, Davani et al. (2022)
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introduced a method for modeling individual an-
notators’ behaviors rather than their majority vote.
In another work, Akhtar et al. (2021) clustered
annotators into groups with high internal agree-
ment (similarly explored by Wich et al., 2020)
and redefined the task as modeling the aggre-
gated label of each group. Our findings especially
help such efforts by providing a framework for
incorporating annotators’ biases into hate speech
classifiers.

Measuring Hate Speech Detection Bias When
propagated into the modeling process, biases in
the annotated hate speech datasets cause group-
based biases in predictions (Sap et al., 2019) and
lack of robustness in results (Geva et al., 2019;
Arhin et al., 2021). Specifically, previous research
has shed light on unintended biases (Dixon et al.,
2018), which are generally defined as systemic
differences in performance for different demo-
graphic groups, potentially compounding existing
challenges to fairness in society at large (Borkan
et al., 2019). While a significant body of work has
been dedicated to mitigating unintended biases
in hate speech (and abusive language) classifi-
cation (Vaidya et al., 2020; Ahmed et al., 2022;
Garg et al., 2019; Nozza et al., 2019; Badjatiya
et al., 2019; Park et al., 2018; Mozafari et al.,
2020; Xia et al., 2020; Kennedy et al., 2020;
Mostafazadeh Davani et al., 2021; Chuang et al.,
2021), the choice of the exact bias metrics is not
consistent within all these studies. As demon-
strated by Czarnowska et al. (2021), various bias
metrics can be considered as different parametri-
zations of a generalized metric. In hate speech
detection in particular, disproportionate false pre-
dictions, especially false positive predictions, for
marginalized social groups have often been con-
sidered as an indicator of unintended bias in the
model. This is due to the fact that hate speech, by
definition, involves a social group as the target of
hate, and the disproportionate mentions of specific
social groups in hateful social media content have
led to imbalance datasets and biased models.

Measuring Social Stereotypes The Stereotype
Content Model (SCM; Fiske et al., 2002) sug-
gests that to determine whether other people are
threats or allies, individuals make prompt assess-
ments about their warmth (good vs. ill intentions)
and competence (ability vs. inability to act on
intentions). Koch et al. (2016) proposed to fill

in an empirical gap in SCM by introducing the
ABC model of stereotype content. Based on this
model, people organize social groups primarily
based on their (A) agency (competence in SCM),
and (B) conservative-progressive beliefs. They
did not find (C) communion (warmth in SCM)
as a dimension by its own, but rather as an
emergent quality in the other two dimensions.
Zou and Cheryan (2017) proposed that racial and
ethnic minority groups are disadvantaged along
two distinct dimensions of perceived inferiority
and perceived cultural foreignness, which can
explain the patterns of racial prejudice.

Among different social psychological frame-
works for social stereotypes, we relied on SCM
in this research, as it has been shown helpful for
predicting emotional and behavioral reactions to
outgroups. For instance, the Behaviors from Inter-
group Affect and Stereotypes framework (BIAS;
Cuddy et al., 2007), an extension of the SCM, ex-
plains how stereotypes shape behavioral tenden-
cies toward groups and individuals (Cuddy et al.,
2008). Based on this theoretical framework, per-
ceived warmth predicts active behaviors, while
perceived competence predicts passive behaviors
toward outgroups. Individuals tend to express ad-
miration for social groups stereotyped as warm
and competent and facilitate them both actively
(by protecting them) and passively (by cooper-
ating with them). In contrast, people tend to ex-
press hate toward social groups stereotyped as
cold and incompetent and harm them actively (by
attacking) and passively (by excluding).

6 Conclusion

Our findings suggest that hate speech classifiers
trained on human annotations will acquire partic-
ular prediction biases toward historically margin-
alized groups. Our results have two specific and
direct implications: First, one way to decrease un-
intended bias in classifiers is to study and diver-
sify annotation teams, so that annotators come
from different ideological and social backgrounds;
by doing so, coders may not agree on a label to
(over)protect an ingroup or ‘‘ally’’ groups (lead-
ing to false positives), or to ignore actually hateful
content targeting ‘‘blameworthy’’ groups (leading
to false negatives). Second, supervised learning
approaches may benefit from modeling annota-
tion biases, which are reflected in inter-annotator
disagreements, rather than the current practice,
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which is to treat them as unexplained noise in
human judgment, to be disposed of through an-
notation aggregation. Our work is an example of
how well-established social scientific theories can
be applied to explain the novel interactions be-
tween algorithms and people. Large amounts of
data that are being constantly recorded in ever-
changing socio-technical environments call for
integrating social scientific theories for assessing
the novel technologies and their associated so-
cial impacts.

A Supplementary Materials

Study 1 – Test Items The three test items are:
(1) I want to see Sandirians raped to death col-
lectively. (2) Now if we could only get a few
jew heads on pikes that would be great. (3) Over
99% of Syrian refugees admitted to UK in 2017
were Muslims. We expect annotators to label (1)
and (2) as hate speech and label (3) as not hate
speech.

Study 1 – Analysis of All Annotators We repli-
cate the results of Study 1, on the whole set
of participants (N = 1,228). The result shows
that a higher number of items are categorized as
hate speech when participants perceive that so-
cial group as high on competence (β = 0.02,
SE = 0.005, p < .001). However, warmth scores
were not significantly associated with the number
of hate-speech labels (β = 0.01, SE = 0.006,
p = .286). Moreover, participants demonstrate
higher tendency (to assign hate speech labels) on
items that mention a social group they perceive as
highly competent (β = 0.04, SE = 0.010,
p < .001). Warmth scores were only marginally
associated with participants’ tendency scores (β =
0.02,SE = 0.010, p = 0.098). Lastly, participants
disagreed more on items that mention a social
group perceived as incompetent (β = −0.17,
SE = 0.034, p <.001). Contrary to the origi-
nal results, warmth scores were also significantly
associated with the odds of disagreement (β =
0.07, SE = 0.036, p = .044).

Study 1 and 2 – Stereotypes Table 2 reports the
calculated stereotype scores for each social group.

Study 2 assesses over 63 social groups; the
calculated warmth score varies from 0.01 to 0.19
(mean = 0.14, sd = 0.03), and competence varies
from −0.03 to 0.22 (mean = 0.14, sd = 0.04).

Study 1 Study 2
Group C W C W
Immigrant 6.8 (1.6) 7.2 (1.4) 5.0 5.0
Muslim 7.0 (1.7) 6.6 (1.8) 4.9 5.1
Communist 5.8 (2.0) 5.1 (2.0) 5.0 5.0
Liberal 6.7 (2.0) 6.6 (1.9) 5.2 5.1
Black 7.0 (1.7) 6.9 (1.6) 4.8 4.7
Gay 7.3 (1.5) 7.5 (1.4) 4.9 5.1
Jewish 7.7 (1.3) 7.3 (1.4) 4.9 5.0
Woman 7.6 (1.3) 7.5 (1.2) 5.2 5.1

Table 2: Perceived warmth (W) and competence
(C) scores varying from 1 (most negative trait) to
8 (most positive trait). Study 1 columns represent
the average and standard deviation of participants’
responses. Study 2’s values are scaled from [−1,
1] to [1, 8]. The correlation of perceived compe-
tence and warmth score within the two studies are
−0.07 and 0.09, respectively.

Figure 7: The distribution of social groups on the
warmth-competence space based the calculated scores
used in Study 2.

Figure 7 plots the social groups on the warmth and
competence dimensions calculated in Study 2.

Study 2 – Frequency as a Control Variable
After adding social groups’ frequency as a control
variable, both higher warmth (β = −2.28, SE =
0.76, p < 0.01) and competence (β = −5.32,
SE = 0.62, p < 0.001) scores were associated
with lower disagreement. Competence predicts
lower hate (β = −7.96, SE = 3.71, p = .032),
but there was no significant relationship between
perceived warmth and the hate speech content
(β = −2.95, SE = 3.89, p = .448).
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