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Abstract

Neural machine translation (NMT) systems

are usually trained on clean parallel data. They

can perform very well for translating clean

in-domain texts. However, as demonstrated by

previous work, the translation quality signifi-

cantly worsens when translating noisy texts,

such as user-generated texts (UGT) from on-

line social media. Given the lack of parallel

data of UGT that can be used to train or adapt

NMT systems, we synthesize parallel data of

UGT, exploiting monolingual data of UGT

through crosslingual language model pre-

training and zero-shot NMT systems. This

paper presents two different but complemen-

tary approaches: One alters given clean parallel

data into UGT-like parallel data whereas the

other generates translations from monolingual

data of UGT. On the MTNT translation tasks,

we show that our synthesized parallel data can

lead to better NMT systems for UGT while

making them more robust in translating texts

from various domains and styles.

1 Introduction

Neural machine translation (NMT) requires large

parallel data for training. However, even when

trained on large clean parallel data, NMT gen-

erates translations of very poor quality when

translating out-of-domain or noisy texts. For

instance, Michel and Neubig (2018) empirically

showed that NMT systems trained on clean

parallel data from the news and parliamentary

debate domains perform reasonably well when

translating news articles but poorly perform at

translating user-generated texts (UGT) from a

social media. UGT can be from various domains

and manifest various forms of natural noise. For

instance, they can exhibit spelling/typographical

errors, words omission/insertion/repetition, gram-

matical/syntactic errors, or noise markers even

more specific to the writing style of social

media such as abbreviations, obfuscated profani-

ties, inconsistent capitalization, Internet slang, and

emojis. Normalizing and correcting them in a pre-

processing step is a solution to facilitate translation

(Gerlach et al., 2013; Matos Veliz et al., 2019),

but it impedes the correct transfer of the style of

the source text to its translation. In this paper, we

posit that the NMT system should preserve the

style during the translation. Another trend of work

focuses on making NMT more robust in handling

noisy tokens, such as tokens with spelling mis-

takes, which can greatly disturb NMT (Belinkov

and Bisk, 2018). However, it has only a mini-

mal impact in translating UGT (Karpukhin et al.,

2019) that contains other types of noise/errors.

Whereas domain adaptation methods are help-

ful in improving NMT for UGT (Li et al., 2019),

we do not usually have bilingual parallel data of

UGT created by professional translators to train

or adapt an NMT system. Consequently, previous

work on NMT for UGT merely focused on sce-

narios for which we have UGT parallel data, such

as the MTNT dataset (Michel and Neubig, 2018).

In contrast to previous work, we assume that

parallel data of UGT are not available and that we

can only rely on the formal and clean texts that are

usually used to train NMT systems. In addition,

we exploit UGT monolingual data that are

publicly available in large quantity on the Internet

for many languages. We propose to synthesize

parallel data of UGT to train better NMT

systems for UGT. For this purpose, we present

two complementary approaches that associate

a pre-trained crosslingual language model with

zero-shot NMT systems. Our contributions are as

follows:

• A method for altering clean parallel data into

UGT parallel data
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Figure 1: Examples of the impact of noise in NMT. The NMT systems are presented in Table 2. Vanilla NMT

is trained on clean parallel data, whereas ‘‘our work’’ refers to the configuration #1+#2 presented in Section 5.4

trained on synthetic parallel data of UGT.

• A method for synthesizing parallel data of

UGT from monolingual data

• An empirical evaluation, in four translation

directions, of our methods that shows con-

sistent improvements in translation quality

over previous work for UGT but also on

various domains and styles

The remainder of this paper is organized as

follows. In Section 2, we present the research

problem and questions that we answer in this work.

Then, in Section 3, we present a zero-shot NMT

framework that we use to synthesize parallel data

of UGT by our two methods presented in Section 4.

We evaluate the usefulness of our approaches for

better translating UGT in Section 5. In Sections 6

and 7, we evaluate alternative configurations for

our zero-shot NMT systems, and in Section 8 we

verify whether our NMT systems trained on the

synthetic parallel data are more robust to changes

of domain and style. We analyze the synthetic

sentences and present examples in Section 9 to

better understand why our data lead to better NMT

systems. Following the presentation of related

work in Section 10, we conclude the paper in

Section 11.

2 Motivation

UGT contains many different types of noise that

can also differ from one type of UGT to another.

For instance, posts on Twitter contain many

spelling errors intentionally introduced for text

compression, whereas this kind of error is rather

marginal in the discussions from Reddit (Michel

and Neubig, 2018).

Figure 1 shows the impact on MT of two

different types of noise: spelling (Ex1) and

syntactic (Ex2) errors, compared to the translation

of the same but clean sentence (Ex3). Ex1 has

an intentional spelling error ‘‘vlà’’ (instead of

‘‘voilà’’) and a UGT-specific symbol, ‘‘#.’’

Comparison with Ex3 suggests that they have

negative effects on the vanilla NMT system and

eventually lead to an incorrect translation largely

different from the translation of the clean source

of Ex3. In Ex2, a syntactic error ‘‘arrive est’’

instead of ‘‘arrive’’ has also an impact, but to

a lesser extent, by inducing the past tense in

English. Vanilla NMT gives the best translation

for the clean source sentence (Ex3) only failing in

translating ‘‘COVID19.’’ For indicative purpose,

we present in the row ‘‘our work’’ translations

generated by our work. These examples highlight

the inability of vanilla NMT in translating sen-

tences with various types of noise.

In conducting the research to better translate

UGT, we answer the following research questions:

Q1 How can we generate synthetic parallel data

for UGT in a specific domain/style without

relying on any manually produced parallel

data of UGT?

Q2 Do the synthetic parallel data lead to a better

NMT system for the targeted UGT and do

they make it more robust to the change of

domain or style?
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3 Zero-Shot NMT for Synthesizing

Parallel Data

We describe in this section our zero-shot NMT

system used to synthesize parallel data of UGT.

3.1 Objective and Prerequisites

Let L1 and L2 be two languages for clean texts and

R1 and R2 for the same languages, respectively,

but for UGT. The data prerequisites for our NMT

system described in Section 3.2 are as follows:

• PL1-L2 parallel data of clean and formal texts

that are usually used for training NMT,

• ML1 and ML2 monolingual data from any

domains, and

• MR1 and MR2 monolingual data of UGT.

Unlike previous work on NMT for UGT, we do

not assume any PR1-R2 parallel data for training or

validating NMT systems, except for evaluation.

PL1-L2, ML1, and ML2, parallel and monolingual

data, are usually used to build state-of-the-art

NMT systems. MR1 and MR2 monolingual data

are obtained by crawling social media.

Our objective is to synthesize parallel data of

UGT, which we henceforth denote as PS
R1-R2.

To this end, we propose the following two

approaches:

#1 Alter a clean parallel data PL1-L2 into PS
R1-R2

#2 Synthesize PS
R1-R2 parallel data by translating

MR2 monolingual data into R1

These approaches must regard L1 and R1, and

similarly L2 and R2, as two different languages.

For #1, we alter the PL1-L2 parallel data by

performing L1→R2 and L2→R1 translations.1

For #2, we generate the data via R2→R1

translation. Note that L1→R2, L2→R1, and

R2→R1 are all zero-shot translation tasks, because

we do not assume any PL1-R2, PL2-R1, PR1-R2

parallel data, nor any parallel data using a pivot

language.

3.2 Zero-Shot NMT

For a given language pair L1-L2, we require

only one multilingual and multidirectional NMT

system to synthesize parallel data. The compo-

1We do not consider L1→R1 and L2→R2 (see

Section 4.1).

Figure 2: Our zero-shot NMT framework.

nents of this system are presented in Figure 2.

Inspired by previous work in unsupervised NMT

(Conneau and Lample, 2019), we first pre-

train a cross-lingual language model to initialize

the NMT system. We use the XLM approach

(Conneau and Lample, 2019) trained with the

combination of the following two different

objectives:

Masked Language Model (MLM): MLM has

a similar objective to BERT (Devlin et al., 2019)

but uses text streams for training instead of pairs

of sentences. We optimize the MLM objective on

the ML1, ML2, MR1, and MR2 monolingual data.

Translation Language Model (TLM): TLM is

an extension of MLM where parallel data are

leveraged so that we can rely on context in two

different languages to predict masked words. We

optimize the TLM objective on PL1-L2 parallel

data, alternatively exploiting both translation

directions.

The XLM approach alternates between MLM

and TLM objectives to train a single model. By

sharing a single vocabulary for all of L1, L2, R1,

and R2, we expect XLM to implicitly model

translation knowledge for our zero-shot transla-

tion directions, namely, L1→R2, L2→R1, and

R2→R1, thanks to the joint training of MLM and

TLM, also maximally exploiting the similarity

between L1 and R1, and between L2 and R2.

Then, the embeddings from the XLM model are

used to initialize the encoder and decoder embed-

dings of the NMT system instead of the standard
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random initialization. We exploit unsupervised

NMT objectives (Lample et al., 2018) to which we

associate a supervised NMT objective as follows:

Auto-encoder (AE) Objectives: Using a noise

model that drops and swaps words, the objective

is to reconstruct the original sentences. We use

AE objectives for L1, L2, R1, and R2.

Back-translation (BT) Objectives: For train-

ing translation directions for which we do not have

parallel data, a round-trip translation is performed

during training in which a sentence s from mono-

lingual data is translated, and its translation back-

translated, with the objective of generating s. We

use the BT objectives corresponding to our tar-

geted zero-shot translation directions: L1→R2

→L1, R2→L1→R2, L2→R1→L2, R1→L2→R1,

R1→R2→R1, and R2→R1→R2.

Machine Translation (MT) Objectives: we

use this objective for L1→L2 and L2→L1, for

which we have parallel data.

AE and BT are unsupervised NMT objectives

used to train our zero-shot translation directions.

However, using only these objectives would result

in very poor performance, especially for distant

and difficult language pairs. We thus also use MT

objectives for the necessary supervision.

To alter PL1-L2 into PS
R1-R2 by our method #1, we

could have trained an NMT system for L1→R1

and L2→R2 with the BT objectives L1→R1→L1

and L2→R2→L2. However, due to the similarity

between L1 and R1, the NMT system would often

perform a copy of ML1 to MS
R1. Therefore, as

done by previous work in paraphrase generation

(Bannard and Callison-Burch, 2005; Mallinson

et al., 2017), we instead rely on pivot languages,

for instance, by translating the L1 side of PL1-L2

parallel data into R2 as a translation of L2.

4 Synthesizing Parallel Data of UGT

This section presents our two approaches to

synthesize parallel data of UGT mentioned in

Section 3.1: #1 alters existing parallel data and #2

generates translations of UGT monolingual data.

4.1 Parallel Data Alteration

There exist several methods to synthesize parallel

data of UGT from existing parallel data in various

style or domains, but mostly requiring the use

of UGT parallel data. Vaibhav et al. (2019)

Figure 3: Alteration of PL1-L2 parallel data to synthe-

size PS
R1-R2 parallel data.

proposed a synthetic noise induction (SNI) that

applies manually defined editing operations, such

as adding/dropping characters from a word or

adding emojis, to introduce noise into existing

parallel data. The resulting data were used for

adapting an NMT system for translating UGT.

They also proposed a tag-based method given a

small PR1-R2 parallel data: concatenate PR1-R2 and

PL1-L2 parallel data, prepend a tag onto each source

sentence to indicate whether the sentence pair is

from PR1-R2 or PL1-L2, and train NMT systems

on that data. Then, they used this NMT system

to translate the L1 side of another PL1-L2 parallel

data prepended with the tag for PR1-R2 so that

the system is forced to translate L1 sentences

as R1 sentences. The resulting parallel data are

noisier than the original data and potentially more

suitable to train NMT systems for UGT. The data

are used to fine-tune NMT systems trained on

PL1-L2 parallel data.

In contrast, as illustrated in Figure 3, our

approach uses a zero-shot NMT system that does

not require any manually produced PR1-R2 nor

relies on manually defined editing operations.

Given PL1-L2, we perform L1→R2 and L2→R1
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translation for each of L1 and L2 sentences,

respectively, to obtain a synthetic R1-R2 version,

that is, PS
R1-R2, of the original PL1-L2. The resulting

PS
R1-R2 can be too noisy to be used to train NMT.

To filter PS
R1-R2, we evaluate the similarity between

original L1 and L2 sentences with their respective

R1 and R2 versions using sentence-level BLEU

(Lin and Och, 2004) (sBLEU). Given a sentence

pair in PS
R1-R2, if either sBLEU of L1 with respect

to R1 or sBLEU of L2 with respect to R2 is below

a predetermined threshold T , we filter out the

sentence pair, consider that it has been too much

altered. T can be set empirically: Create several

version of PS
R1-R2 using different T values, train

an NMT system for each version, and choose the

value that leads to the NMT system achieving the

best BLEU score on some PL1-L2 validation data.

Finally, after filtering, we exploit the resulting

PS
R1-R2 by concatenating it to the original PL1-L2

parallel data and train a new NMT system for

translating UGT, or by using it for fine-tuning an

NMT system trained on PL1-L2 parallel data.

4.2 Translation of Monolingual Data

Previous work also proposed to synthesize parallel

data from monolingual data using NMT (Sennrich

et al., 2016a): An L1→L2 NMT system is used

to translate ML1 monolingual data into L2, and

then the synthesized PS
L1-L2 parallel data are

concatenated to original parallel data and used to

train new L2→L1 (back-translation) or L1→L2

(forward translation) NMT systems. However, to

the best of our knowledge, nobody has studied

the use of large UGT monolingual data, without

any manually produced PR1-R2 parallel data, and

its impact on translation quality.2

In our scenario, translating R1 texts with an

L1→L2 would lead to translations of R1, that

we can denote R2, of a very poor quality (see

Section 2). Consequently, back-translations or

forward translations generated this way would

be too noisy to train R1↔R2 NMT systems. We

verify this assumption in Section 5.2.1. Instead,

as illustrated in Figure 4, we use R1→R2 and

R2→R1 zero-shot NMT to synthesize parallel

data from MR1 and MR2 monolingual data,

respectively. Because our NMT system uses a

pre-trained language model for R1 and R2, we

can expect it to generate better translation than

2Berard et al. (2019a) showed that a large monolingual

corpus of UGT can be successfully back-translated with a

system trained on PR1-R2 parallel data.

Figure 4: Translation of monolingual data MR1 and

MR2 to synthesize PS
R1-R2 parallel data.

a standard NMT system trained only on PL1-L2

parallel data, (i.e., that never saw UGT during

training). As in Section 4.1, the resulting PS
R1-R2

parallel data can be used for fine-tuning or

concatenated with the original PL1-L2 parallel data

for training.

In this work, we only examine the use of

PS
R1-R2 parallel data with their synthetic part on

the source side, as back-translations, because in

our preliminary experiments we have consistently

observed better results than when PS
R1-R2 is used

as forward translations.3 Note also that we do not

filter the synthesized data and use all the data

generated from the monolingual data, in contrast

to another approach presented in Section 4.1.

We could potentially obtain better results by

filtering synthetic parallel data with some existing

methods proposed, for instance, for filtering back-

translations (Imankulova et al., 2019). We leave

the investigation of such filtering techniques for

future work.

5 Experiments

In this section, we empirically evaluate the

usefulness of the parallel data synthesized by

3Li and Specia (2019) observed improvements using

forward translations but only in combination with manually

produced PR1-R2 parallel data.
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our proposed approaches in training better NMT

systems for translating UGT.

5.1 Data

We conducted experiments for two language pairs,

English–French (en-fr) and English–Japanese

(en-ja), with the MTNT translation tasks (Michel

and Neubig, 2018). The test sets were made from

posts extracted from an online discussion Web

site, Reddit. Translations in the MTNT test sets

were produced by professional translators with

the instructions of keeping the style. Errors in the

source texts were also preserved. In the four test

sets, one for each translation direction, the source

side contains original texts, that is, our systems

will not have to translate translationese.

For parallel data, we did not use any of the

Reddit parallel data of the MTNT, since our

approach is supposed to be agnostic of manually

produced PR1-R2 translations. To make our settings

comparable with previous work, we used only

the clean parallel data in MTNT as PL1-L2 data

for training and validating our NMT systems.

For the en-fr pair, PL1-L2 data contain 2.2M

sentence pairs consisting of the news-commentary

(news commentaries) and Europarl (parliamentary

debates) corpora provided by WMT15 (Bojar

et al., 2015). For the en-ja pair, PL1-L2 data

consist of the KFTT (Wikipedia articles), TED

(transcripts of online conference talks), and JESC

(subtitles) corpora, resulting in a total of 3.9 M

sentence pairs. All PL1-L2 parallel data can be

considered rather clean and/or formal in contrast

to Reddit data.

As monolingual data, ML1 and ML2, we used

the entire News Crawl provided for WMT204

for Japanese, 3.4M lines, and a sample of 25M

lines for English and French. As MR1 and MR2,

we crawled data using the Reddit API and

applied fastText5 for language identification.6 As

preprocessing steps for English and French, we

first normalized the punctuation of all the data,

except for the reference translations in the test sets,

4http://www.statmt.org/wmt20/translation

-task.html.
5https://fasttext.cc/.
6In our preliminary experiments, we observed large

improvements in translation quality (beyond 5.0 BLEU

points) with our approaches when the crawled MR1 contains

the source side of the test sets. We rather chose to experiment

without the knowledge of the source side of the test set and

carefully removed it from the monolingual data.

with the Moses (Koehn et al., 2007)7 punctuation

normalizer, and then tokenized all the data with

the Moses tokenizer. Finally, we truecased the

data with the Moses truecaser trained on the

Reddit monolingual data. As for Japanese, we only

tokenized the data with MeCab.8 We removed all

empty lines and lines longer than 120 tokens

from the monolingual and parallel data. Because

we could crawled plenty of English data (595M

lines) on Reddit, we only selected its noisiest part,

similarly to Michel and Neubig (2018) when they

built the MTNT dataset. We trained a language

model on the English News Crawl monolingual

data using LMPLZ (Heafield et al., 2013), scored

all lines of English Reddit data with the language

model, normalized the score by the number of

tokens in each line, and kept only the 25M

lines with the lowest score. Because there are

significantly less Japanese and French Reddit data,

0.8M and 1.2M sentences, respectively, we did

not apply this filtering for these two languages.

English Reddit data are thus much larger and

can also be considered noisier than French and

Japanese Reddit data.

For validation, we used the PL1-L2 validation

data from the MTNT dataset: Newsdiscuss-

dev2015 for en-fr and the concatenation of the

validation data provided with the KFTT, TED,

and JESC corpora.

For evaluation, we used SacreBLEU (Post,

2018) that includes the MTNT test sets. For

en→ja, we report on scores using the character-

level metric chrF (Popović, 2015) instead

of BLEU (Papineni et al., 2002) to avoid

any tokenization mismatch with previous/future

work.9 We tested the significance of our re-

sults via bootstrap re-sampling and approximate

randomization with MultEval (Clark et al.,

2011).10

5.2 Baselines Systems

To train NMT systems, we first segmented

tokens into sub-words using a BPE segmentation

(Sennrich et al., 2016b) with 32k operations

7https://github.com/moses-smt/mosesdecoder.
8https://taku910.github.io/mecab/.
9The sacreBLEU signatures, where xx is among {en,fr,ja}

are as follows: BLEU+case.mixed+lang.xx-xx+numrefs.1

+smooth.exp+test.mtnt1.1/test+tok.13a+version.1.4.2; chrF2+

case.mixed+lang.en-ja+numchars.6+numrefs.1 +space.False+

test.mtnt1.1/test+version.1.4.2.
10https://github.com/jhclark/multeval.

715

D
ow

nloaded from
 http://direct.m

it.edu/tacl/article-pdf/doi/10.1162/tacl_a_00341/1923459/tacl_a_00341.pdf by guest on 08 Septem
ber 2023

http://www.statmt.org/wmt20/translation-task.html
http://www.statmt.org/wmt20/translation-task.html
https://fasttext.cc/
https://github.com/moses-smt/mosesdecoder
https://taku910.github.io/mecab/
https://github.com/jhclark/multeval


System
BLEU chrF

fr→en en→fr ja→en en→ja

vanilla 21.6 21.7 8.1 0.174

+ TBT News 25.8∗ 25.3∗ 8.6∗ 0.190∗

+ TBT Reddit 22.9∗ 25.5∗ 0.5 0.181∗

FT on SNI 23.1∗ 22.3∗ 8.2∗ 0.164

+ SNI 22.0 21.7 8.3∗ 0.158

FT on NGBT 0.2 17.3 0.5 0.021

Table 1: Results for the MTNT test sets.

Tagged back-translation systems (TBT) were

trained on back-translations of News Crawl or

Reddit monolingual data. ‘‘+’’ indicates that

the generated data were concatenated to the

original PL1-L2 parallel data. ‘‘FT’’ denotes

the fine-tuning of the vanilla NMT system.

‘‘*’’ denotes systems significantly better than

the vanilla NMT system with a p-value< 0.05.

jointly learned for each language pair on the

Reddit monolingual data.

We used the Transformer (Vaswani et al., 2017)

implementation in Marian (Junczys-Dowmunt

et al., 2018) with standard hyper-parameters: 6

encoder and decoder layers, 512 dimensions for

the embeddings and hidden states, 8 attention

heads, and 2,048 dimensions for the feed-forward

filter. During training, we evaluated the model

using a mean cross-entropy score computed on

the MTNT PL1-L2 validation data after every 5k

mini-batch updates and stopped training when it

had not been improved for 5 consecutive times.

We selected the model that yields the best BLEU,

using the BLEU metric implemented in Marian,

on the same validation data. We used the same

training procedure for our vanilla NMT systems

and all the NMT systems trained on synthetic

parallel data.

Table 1 reports on the results for our vanilla

NMT systems and other baseline systems de-

scribed in Sections 5.2.1 and 5.2.2.

5.2.1 Tagged Back-translation

We generated back-translations from Reddit

monolingual data, tagged (Caswell et al., 2019)

and concatenated them to the original PL1-L2

parallel data, and trained a new NMT system

from scratch. Because Reddit data are noisy UGT,

the generated back-translations may be of a very

poor quality and harm the training of NMT. As

contrastive experiments, we also evaluated the

use of back-translations of News Crawl for which

we can expect the system trained on PL1-L2 to

generate better but out-of-domain translations. In

all experiments, we used as many monolingual

sentences as in the PL1-L2 parallel, or all of the

Reddit data for French and Japanese since we do

not have enough Reddit data to match the size of

PL1-L2.

As shown in Table 1, back-translations of

Reddit are mostly useful, with up to 3.8 BLEU

points of improvement, but dramatically failed

for ja→en potentially due to the very low quality

of the back-translations generated by the en→ja

vanilla NMT system. Using back-translations

of News Crawl is more helpful, especially for

fr→en and ja→en.

Berard et al. (2019a) showed improvements

when using back-translations of UGT. In contrast,

we did not consistently observe improvements

without using any manually produced PR1-R2 to

train the NMT systems for back-translation.

5.2.2 Synthetic Noise Generation

As potential baselines, we also evaluated the

methods proposed by Vaibhav et al. (2019) for

SNI, because it does not require any manually

produced PR1-R2. We applied their method to

PL1-L2 using their scripts11 to create a noisy

version of parallel data, namely, PS
R1-R2. We also

evaluated a similar approach to the tagged back-

translations proposed by Vaibhav et al. (2019) (see

Section 4.1). We used our systems trained on back-

translations of Reddit to decode L1 sentences from

PL1-L2 parallel data, to which we added the back-

translation tags to let the NMT system generate

translation of L1 similar to UGT. We denote this

noise generation from back-translation ‘‘NGBT.’’

As in Vaibhav et al. (2019), we introduced noise

only to the source side of the parallel data

performing L1→L2→L1 where the resulting L1

sentences comprise a noisy version of the original

L1 sentences. We then replace L1 sentences in

the PL1-L2 parallel data with their noisy version. In

addition to the use of the resulting PS
R1-R2 data for

fine-tuning as in Vaibhav et al. (2019), we also

evaluated NMT systems trained from scratch on

the concatenation of the PS
R1-R2 and PL1-L2.

As shown in Table 1, fine-tuning our vanilla

NMT system on SNI actually improves translation

quality for all the tasks, except en→ja. These

results are not in accordance with the results in

11https://github.com/MysteryVaibhav

/robust mtnt.
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Vaibhav et al. (2019) that show a slight drop of the

BLEU score for fr→en.12 We speculate that the

difference may come from the use of a different,

better, vanilla NMT system for which we used a

larger PL1-L2 parallel data than in Vaibhav et al.

(2019). Using the PS
R1-R2 synthetic parallel data

concatenated to the original PS
L1-L2 leads to lower

BLEU scores than fine-tuning, except for ja→en.
As expected, our adaptation of NGBT per-

formed very poorly, showing that our systems

trained on Reddit back-translations are not good

enough to generate a useful noisy version of

PL1-L2 parallel data. We do not further explore

this configuration in this paper.

5.3 System Settings for our Approaches

Our NMT systems used for synthesizing

PS
R1-R2 parallel data are initialized with XLM

(Section 3.2). To train XLM, we used the data

presented in Section 5.1 on which we applied

the same BPE segmentation used by our vanilla

NMT systems. For the MLM objectives, we used

the News Crawl corpora as ML1 and ML2 and the

Reddit corpora as MR1 and MR2 monolingual data.

For the TLM objectives, we used the parallel data

used to train our vanilla NMT system as PL1-L2

parallel data. We used the publicly available XLM

framework13 with the standard hyperparameters

proposed for unsupervised NMT: 6 layers for the

encoder and the decoder, 1,024 dimensions for the

embeddings, a dropout rate of 0.1, and the GELU

activation. We used text streams of 256 tokens

and a mini-batch size of 64. The Adam optimizer

(Kingma and Ba, 2014) with a linear warm-up

(Vaswani et al., 2017) was used. During training,

the model was evaluated every 200k sentences

on the MTNT validation parallel data for TLM

and the monolingual validation data of MTNT

for MLM. The training was stopped when the

averaged perplexity of MLM and TLM had not

been improved for 10 consecutive times.

We initialized our zero-shot NMT with XLM

and trained it with the AE, BT, and MT objectives

presented in Section 3.2, all having the same

12Vaibhav et al. (2019) observed improvements only when

used in combination with an manually produced PS
R1-R2.

13We refer the reader to the section III given at this

URL to retrieve the complete settings of our training for

XLM and unsupervised NMT: https://github.com

/facebookresearch/XLM. The only difference is that

we used our data in different languages, which is also used

to train our own BPE vocabulary.

System
BLEU chrF

fr→en en→fr ja→en en→ja

zero-shot NMT 21.4 22.4 3.0 0.126

vanilla 21.6 21.7 8.1 0.174

FT on SNI 23.1 22.3 8.2 0.164

#1: PS
R1-R2 synthesized from PL1-L2

FT on PS
R1-R2 22.0 24.2∗ 9.0∗ 0.174

+ PS
R1-R2 23.1 24.7∗ 9.5∗ 0.180∗

#2: PS
R1-R2 synthesized from MR2 monolingual data

FT on PS
R1-R2 26.5∗ 26.2∗ 9.1∗ 0.202∗

+ PS
R1-R2 29.3∗ 26.8∗ 10.0∗ 0.212∗

PS
R1-R2 synthesized by #1 and #2

+ #1 + #2 29.0∗ 27.2∗ 10.4∗ 0.213∗

With the Reddit training parallel data from MTNT

FT on MTNT 29.0∗ 27.5∗ 9.9∗ 0.192∗

Table 2: Results for the MTNT test sets using

PS
R1-R2 synthesized by our approaches. ‘‘zero-shot

NMT’’ is the NMT system used for synthesizing

PS
R1-R2. ‘‘FT on PS

R1-R2’’ are configurations for

which we sampled 100k sentence pairs from

PS
R1-R2 to fine-tune the vanilla NMT system. The

last row is given for reference: the vanilla NMT

system fined-tuned on the official MTNT training

parallel data. ‘‘*’’ denotes systems significantly

better than the FT on SNI system with a p-value

< 0.05.

weights, using the same hyperparameters as XLM.

We evaluated the model every 200k sentences on

the MTNT validation parallel data and stopped

training when the average BLEU of L1→L2 and

L2→L1 had not been improved for 10 consecutive

times.

Finally, we synthesized PS
R1-R2 data with our

approaches using this system and trained final

NMT models on the resulting PS
R1-R2.

5.4 Results

Our results are presented in Table 2. First, we

checked the performance of our zero-shot NMT

system. Whereas for fr↔en, it was comparable

with the vanilla NMT system, for ja↔en, it

performed much worse than the vanilla NMT

model as expected. This is due to the use of

unsupervised MT objectives that were shown to be

very difficult to optimize for distant and difficult

language pairs (Marie et al., 2019) with almost

no shared entries in the respective vocabulary of

the two languages.
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With approach #1, we synthesized PS
R1-R2 from

PL1-L2 and filtered them with T = 0.5 for en-fr and

T = 0.25 for en-ja, respectively, resulting 196,788

and 301,519 sentence pairs.14 As shown in Table 2,

fine-tuning on PS
R1-R2 brings larger improvements

than doing so on SNI, except for fr→en. Despite

the small size of the PS
R1-R2, concatenating it with

PL1-L2 achieves the best BLEU with up to 3.0

BLEU points of improvements. We conclude that

our approach successfully alters PL1-L2 into PS
R1-R2

useful to train NMT for UGT.

We give an analysis of the altered sentences

later in Section 9.

Our approach #2 to synthesize PS
R1-R2 brought

even larger improvements. In contrast to the back-

translations of Reddit generated by the vanilla

NMT system (see Table 1), PS
R1-R2 synthesized

by our zero-shot NMT systems from MR2 Reddit

monolingual data (the same data used to generate

‘‘TBT Reddit’’) lead to larger improvements,

especially when concatenated to PL1-L2. For

fr→en, for instance, the gain over the vanilla NMT

system is 7.7 BLEU points. Note also that further

gains may potentially be attainable by exploring

upsampling or downsampling strategies to find

the optimal ratio between the sizes of PL1-L2 and

PS
R1-R2.

Finally, concatenating PS
R1-R2 parallel data

synthesized by #1 and #2 provides slightly better

results than, or comparable to, the use of only

parallel data synthesized by #2.

6 Impact of the Distinction Between

L1/L2 and R1/R2 Monolingual Data

We empirically verified our assumption that ML1

and MR1, ML2 and MR2, must be distinguished in

order to enforce our NMT systems to learn the

difference between clean texts and UGT, while

it also learns to translate between L1 and L2,

and between R1 and R2. To this end, we set up

two new configurations, #A and #B, where we

have PL1-L2 parallel data and only ML1 and ML2

monolingual data, that is, we do not define MR1

and MR2 monolingual data to train XLM and NMT

systems used to synthesize parallel data.

#A We replace News Crawl for ML1 and ML2

monolingual data with those for Reddit.

14In terms of BLEU scores, we observed differences, in

the range of 2.0 BLEU points, considering all the thresholds

tested.

System
BLEU chrF

fr→en en→fr ja→en en→ja

#1: synthesized from PL1-L2 parallel data

+ original 23.1 24.7 9.5 0.180

+ A 21.5∗ 21.5∗ 8.0∗ 0.173∗

+ B 21.9∗ 22.0∗ 8.3∗ 0.182

#2 TBT: generated from Reddit monolingual data

+ original 29.3 26.8 10.0 0.212

+ A 21.3∗ 22.0∗ 8.1∗ 0.170∗

+ B 22.0∗ 22.1∗ 8.7∗ 0.183∗

Table 3: Results for the MTNT test sets using the

configurations #A and #B. ‘‘original’’ denotes

the system presented in Section 5.4. ‘‘*’’

denotes systems significantly worse than the the

‘‘original’’ configuration with a p-value < 0.05.

#B Because we have only few Reddit

monolingual data for French and Japanese,

#A is significantly disadvantaged by using

much less monolingual data compared with

our original system that also used News

Crawl. In configuration #B, ML1 and ML2

are the concatenation of News Crawl and

Reddit data with French and Japanese Reddit

data upsampled to respectively match the

size of the French and Japanese News Crawl

corpora.

With #A and #B, we no longer have zero-

shot translation directions for synthesizing PS
R1-R2.

Instead, we have an NMT system initialized

using a pre-trained crosslingual language model

also exploiting Reddit monolingual data.15 With

these configurations, we assume that the presence

of a significant amount of Reddit data in the

monolingual data may bias the NMT system in

synthesizing Reddit-like texts.

The results of NMT systems trained on parallel

data synthesized by #A and #B are presented in

Table 3. With both our approaches #1 and #2, both

configurations #A and #B perform significantly

worse than our proposed NMT systems that exploit

PS
R1-R2 synthesized by zero-shot NMT systems.

These results point out the necessity to set zero-

shot NMT systems, differentiating clean texts

from UGT, to synthesize useful parallel data of

UGT.

15We used the same framework used by our zero-shot NMT

systems for #A and #B, also using the AE and BT objectives

since removing them did not have a positive impact.
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7 Ablation Study on Zero-Shot

NMT’s Objective

We performed an ablation study of the objectives

exploited for training the zero-shot NMT

presented in Section 3.2. We compared the

following four combinations of objectives:

AE+BT+MT: The original combination used to

train our zero-shot NMT system.

BT+MT: The AE objective is removed. This

excludes any random noise in the source

sentences. The system is no longer restricted

to perform a simple copy of the source when

performing round-trip BT.

AE+BT: Typical combination of objectives used

for unsupervised NMT (Lample et al., 2018).

Without the supervised MT objective, we

expect a drop of the translation quality.

BT: Without AE and MT objectives, we can

expect the system to be able to properly

model neither languages nor translations.

Note that we cannot remove the BT objectives as

this is the only objective that trained the system

to translate, for instance, from L1 to R2 and from

R2 to R1. We evaluated the zero-shot NMT itself

and NMT systems exploiting the synthetic parallel

data generated by the zero-shot NMT system using

our approaches #1 without filtering16 and #2.

The results are presented in Table 4. None of

the alternative combinations performs better than

AE+BT+MT in our original proposal. Removing

AE (i.e., BT+MT) has a minimal impact but it is

necessary to obtain the best results. In contrast,

removing the MT objective (i.e., AE+BT) led to

a significant drop of the translation quality as the

zero-shot NMT is not supervised at all. Using only

the BT objective led to extremely noisy synthetic

data that cannot be used to train NMT.

8 Impact on the Robustness of NMT

Using extra test suites, we evaluated to what extent

our NMT systems trained on synthetic parallel

data of UGT are robust to domain/style changes

or only adapted to better translate Reddit data.

16We did not filter the data unlike our original proposal,

because our goal is only to evaluate the quality of the data

given the different systems used to generate them while

saving the computational cost of finding a good threshold for

filtering.

Losses fr→en en→fr

Zero-Shot NMT

AE+BT+MT 21.4 22.4

BT+MT 20.4∗ 22.3

AE+BT 19.2∗ 21.2∗

BT 0.1∗ 0.4∗

#1: only with PS
R1-R2 synthesized from PL1-L2

AE+BT+MT 19.0 18.0

BT+MT 17.7∗ 17.0∗

AE+BT 6.6∗ 0.7∗

BT 0.0∗ 0.2∗

#2: PL1-L2 + PS
R1-R2 synthesized from MR2

AE+BT+MT 29.3 26.8

BT+MT 28.5∗ 25.9∗

AE+BT 28.3∗ 25.0∗

BT 13.2∗ 12.1∗

Table 4: BLEU scores for the MTNT test

sets with some of the objectives deactivated

for training the zero-shot NMT system that

synthesizes PS
R1-R2. The configurations using

#1 synthetic data were trained exclusively on

this data. ‘‘*’’ denotes systems significantly

worse than using all the objectives with a

p-value < 0.05.

Newstest2014 (en-fr): Translation task of WMT14

containing clean texts of news.

Newsdiscuss2015 (en-fr): Translation task of

WMT15 containing UGT of discussions on

news.

Foursquare (en-fr): A corpus of restaurant re-

views (Berard et al., 2019a) that is another

instance of UGT.

JESC, KFTT, and TED (en-ja): Test sets re-

leased with their respective training data in

the MTNT dataset (see Section 5.1).

Twitter (en-ja): We collected 1,400 English

tweets from the natural disaster domain

and hired a translation firm to translate

them into Japanese with specific instructions

to preserve the style of the source texts.

This test set is particularly noisy because it

presents many tokens specific to tweets (user

identifiers, hash tags, abbreviations, etc.).

For all these translation tasks, we experimented

only with the original translation direction to avoid

translating translationese, except for the cases
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System
News2014 Newsdiscuss2015 Foursquare KFTT TED JESC Twitter

fr→en en→fr fr→en en→fr fr→en ja→en en→ja ja→en en→ja en→ja

vanilla 29.4 32.5 29.3 31.3 13.5 22.8 0.234 15.9 0.229 0.120

+ TBT News 34.2∗ 36.3∗ 32.3∗ 33.7∗ 17.0∗ 22.2 0.226 14.1 0.217 0.151∗

+ TBT Reddit 27.4 33.1∗ 29.2 33.4∗ 15.4∗ 1.0 0.228 0.1 0.223 0.137∗

+ #1 29.3 32.6 29.8∗ 31.6∗ 13.7∗ 22.9∗ 0.233 16.7∗ 0.232∗ 0.140∗

+ #2 30.4∗ 34.2∗ 31.6∗ 33.0∗ 17.5∗ 23.1∗ 0.236 17.5∗ 0.240∗ 0.150∗

+ #1 + #2 30.6∗ 34.5∗ 31.4∗ 33.3∗ 17.7∗ 23.0∗ 0.238∗ 17.6∗ 0.239∗ 0.150∗

FT on MTNT 30.6∗ 33.4∗ 32.1∗ 34.1∗ 18.0∗ 22.9 0.228 15.0 0.229 0.127∗

Table 5: BLEU (∗→{en,fr}) and chrf (en→ja) scores obtained on the extra test sets. Best scores are in

bold. ‘‘*’’ denotes systems significantly better than the vanilla NMT system with a p-value < 0.05.

where the origin of the source texts is unknown or

mixed. The results obtained with the same systems

presented in Section 5.4 are presented in Table 5.

These results point out that our approaches

did not only adapt NMT systems to the domain

and style of Reddit but also improved them

overall. NMT systems trained on the parallel data

synthesized by our approaches perform better

than the vanilla NMT systems irrespective of

the domain and style of the text to translate.

In contrast, exploiting the Reddit monolingual

data through tagged back-translation consistently

led to lower BLEU scores (except for en→fr

Newsdiscuss2015), highlighting the ability of

our framework in producing better synthetic

parallel data. The configuration ‘‘TBT News,’’

which exploits tagged back-translation from

News Crawl, is as expected the best system for

translating Newstest2014, Newsdiscuss2015, and

tweets, since some of the tweets have been posted

by news agencies, but performed lower than our

system for translating UGT from Foursquare.

With these results and the results obtained on

the MTNT test sets (see Section 5.4), we conclude

that our approaches improve translation quality

for UGT in general and did not only adapt the

NMT system to translate a specific type of UGT.

9 Analysis of Clean Sentences Altered

into UGT

This section takes a closer look at the parallel

data synthesized by approach #1 to observe how

the clean sentences from PL1-L2 parallel data were

altered and to better understand why the use of

synthetic data leads to a better NMT system for

UGT.

We first focus on some of the characteristics

of the MTNT datasets and compare how well

these characteristics are exhibited in PS
R1-R2. For

this analysis, we mainly relied on the scripts

and resources provided by Michel and Neubig

(2018).17 We randomly sampled source sentences

from PL1-L2 and PS
R1-R2 as much as there are in the

MTNT test sets, and performed our analysis on

them.18 We counted the occurrences of profanities

in the English, French, and Japanese. For English,

we also counted the number of word contractions19

and Internet slang expressions. We also counted

words ending by ‘‘-ise’’ and ‘‘-ize’’ to account

for some of the differences between US English

and UK English word spellings. Because PL1-L2

is mainly made of Europarl, we can expect that

UK English spelling is mainly used, whereas we

expect to find a higher ratio of US English spelling

in the Reddit data, since Reddit is an American

platform. For Japanese, we counted the numbers

of formal and informal pronouns, assuming that

MTNT datasets contain more informal pronouns

than PL1-L2. Michel and Neubig (2018) also coun-

ted spelling and grammar errors, and emojis. We

did not count spelling and grammar errors, ex-

pecting that they are artificially numerous in our

synthetic data, since they had been automatically

generated. As for the emojis, both PL1-L2 and

PS
R1-R2 did not contain any.

Table 6 demonstrates that according to all

the indicators, PS
R1-R2 exhibits more of the char-

acteristics of MTNT datasets than PL1-L2. For

instance, PS
R1-R2 is in more US English, contains

more Internet slang, and uses significantly more

17https://github.com/pmichel31415/mtnt.
18For this analysis, the sentences sampled from PS

R1-R2 are

the synthetic versions of the sentences sampled from PL1-L2.
19We searched for the tokens: ’re, ’s, ’t, ’d, ’ll, and ’ve.
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Dataset

English French Japanese

Profanities Slang Contractions -ise/-ize Profanities Profanities Formal/Informal Pronouns

% % % Ratio % % Ratio

MTNT 0.27 0.21 1.90 40.00/60.00 0.90 0.01 68.75/31.25

PL1-L2 0.01 0.00 0.03 92.00/8.00 0.45 0.00 96.88/3.12

PS
L1-L2 0.06 0.04 0.21 41.03/58.97 0.57 0.01 83.01/16.99

Table 6: Quantitative analysis of the generated data. ‘‘%’’ indicates the number for occurrences per

100 tokens. For English, we compute the statistics on the en-fr data. For the MTNT test sets, the

statistics are computed on the source side. RS
L1-L2 has been generated by the alteration of PL1-L2 by our

approach #1.

Figure 5: Examples of French and English original sentence from the Europarl and News Commentary corpora

(ML1) altered by our approach #1 (MR1). Bold indicates the alterations that we want to highlight for each example.

We have manually masked a profanity in En4 with ‘‘*******’’.

English contractions. This partly explains the

usefulness of PS
R1-R2 as NMT training data for

the MTNT translation tasks, but most indicators

show that PS
R1-R2 is still far from perfectly matching

with the characteristics of Reddit data, suggesting

some room for improvement.

For a more concrete illustration of our synthetic

data, we present in Figure 5 four English and

four French example sentences altered by our

approach #1. These examples are all instances of

a successful alteration of clean texts into UGT.

En1 introduces an English contraction ‘‘we’re’’

that is a characteristic of less formal English.

En2, En3, and Fr3 show spelling errors (for

Fr3, ‘‘Ca’’ should be written ‘‘Ça’’) that may

guide the system to make itself more robust.

En4 introduces an instance of Internet slang with

a profanity, as in Fr1 where ‘‘très chiante,’’ a

vulgar translation of ‘‘very annoying’’ diverges

from the original meaning of ‘‘franche’’ that

can be translated by ‘‘frank.’’ Fr2, Fr3, and Fr4

are simplifications that make the sentences less

formal: ‘‘en outre’’ and ‘‘impliquent’’ are usually

used in texts that perform a formal demonstration,

while ‘‘ça veux dire’’ is a more familiar turn of

phrase for ‘‘impliquent’’ in this context. We also

observed many instances of person names written

with Reddit syntax for referring to a Reddit user

account by prepending ‘‘/u/,’’ e.g., ‘‘Berlusconi’’

becomes ‘‘/u/Berlusconi.’’ All these examples are

evidence that our approach successfully generates

UGT in the style of Reddit.
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10 Related Work

Several approaches for better translating UGT

have been proposed taking advantage of the

parallel data of UGT in the MTNT datasets

(Michel and Neubig, 2018). Because of their

relatively small size, they have been mostly used

for fine-tuning (Li et al., 2019) and designing

specific pre- and post-processing rules to improve

translation quality (Berard et al., 2019b). Vaibhav

et al. (2019) also proposed to generate synthetic

parallel data of UGT through back-translation

by exploiting the parallel data in MTNT. Mono-

lingual data of UGT have been exploited to a lesser

extent through forward translation (Li and Specia,

2019) or back-translation (Berard et al., 2019a)

and always with NMT systems trained on parallel

data of UGT. To the best of our knowledge,

Vaibhav et al. (2019) proposed the only approach

that synthesizes parallel data of UGT without re-

lying on existing parallel data of UGT. Having

obtained texts in the target style of UGT, they

designed editing operations to make existing

parallel data in other styles more similar to the

targeted style.

Another line of work exploits NMT to perform

style transfer across texts, that is, applying some

characteristics of one text to another, without

exploiting any parallel data of UGT, but has never

been applied to NMT for UGT. Prabhumoye

et al. (2018) performed style transfer through

back-translation to preserve the meaning of the

text while reducing its stylistic properties and

then exploit adversarial generation algorithms to

apply the desired style to the back-translated

texts, assuming that meaning and style can be

disentangled. Their approach also requires a

classifier that can accurately predict the style of a

given text. Zhang et al. (2018) proposed a three-

step pipeline combining unsupervised statistical

and neural MT to generate instances of texts in

the targeted style that is then evaluated by a given

style classifier as in Prabhumoye et al. (2018).

11 Conclusion

We described two new methods for synthesizing

parallel data to train better NMT systems for UGT.

Both methods work through a zero-shot NMT

system, initialized with a pre-trained crosslingual

language model that exploits monolingual corpora

of UGT. Our first method (#1) successfully alters

clean parallel data into parallel data that exhibit

the characteristics of UGT of the targeted style.

Our second method (#2) uses the same zero-shot

NMT system to translate monolingual corpora of

UGT for synthesizing parallel data useful to train

NMT. We showed that both methods, separately

or combined, improve translation quality for UGT.

For future work, we will study the use of

manually produced UGT parallel data to better

train our NMT system that synthesizes the parallel

data. We will also explore other applications for

this framework, such as paraphrase generation.

We will also investigate the use of the recently

proposed mirror-generative NMT (Zheng et al.,

2020), a semi-supervised architecture that ex-

ploits jointly large source and target monolingual

corpora, such as those of UGT, during training

using source and target language models in the

same latent space.
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