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Abstract

This work lays the foundation for automated
assessments of narrative quality in student
writing. We first manually score essays for
narrative-relevant traits and sub-traits, and
measure inter-annotator agreement. We then
explore linguistic features that are indicative
of good narrative writing and use them to build
an automated scoring system. Experiments
show that our features are more effective in
scoring specific aspects of narrative quality
than a state-of-the-art feature set.

1 Introduction

Narrative, which includes personal experiences and
stories, real or imagined, is a medium of expression
that is used from the very early stages of a child’s
life. Narratives are also employed in various capac-
ities in school instruction and assessment. For ex-
ample, the Common Core State Standards, an ed-
ucational initiative in the United States that details
requirements for student knowledge in grades K-
12, employs literature/narratives as one of its three
language arts genres. With the increased focus on
automated evaluation of student writing in educa-
tional settings (Adams, 2014), automated methods
for evaluating narrative essays at scale are becoming
increasingly important.

Automated scoring of narrative essays is a chal-
lenging area, and one that has not been explored ex-
tensively in NLP research. Previous work on auto-
mated essay scoring has focused on informational,
argumentative, persuasive and source-based writing
constructs (Stab and Gurevych, 2017; Nguyen and

Litman, 2016; Farra et al., 2015; Somasundaran et
al., 2014; Beigman Klebanov et al., 2014; Shermis
and Burstein, 2013). Similarly, operational essay
scoring engines (Attali and Burstein, 2006; Elliot,
2003) are geared towards evaluating language profi-
ciency in general. In this work, we lay the ground-
work and present the first results for automated scor-
ing of narrative essays, focusing on narrative quality.

One of the challenges in narrative quality anal-
ysis is the scarcity of scored essays in this genre.
We describe a detailed manual annotation study on
scoring student essays along multiple dimensions
of narrative quality, such as narrative development
and narrative organization. Using a scoring rubric
adapted from the U.S. Common Core State Stan-
dards, we annotated 942 essays written for 18 differ-
ent essay-prompts by students from three different
grade levels. This data set provides a variety of story
types and language proficiency levels. We measured
inter-annotator agreement to understand reliability
of scoring stories for traits (e.g., development) as
well as sub-traits (e.g., plot development and the use
of narrative techniques).

A number of techniques for writing good stories
are targeted by the scoring rubrics. We implemented
a system for automatically scoring different traits
of narratives, using linguistic features that capture
some of those techniques. We investigated the effec-
tiveness of each feature for scoring narrative traits
and analyzed the results to identify sources of errors.

The main contributions of this work are as fol-
lows: (1) To the best of our knowledge, this is
the first detailed annotation study on scoring narra-
tive essays for different aspects of narrative quality.
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(2) We present an automated system for scoring nar-
rative quality, with linguistic features specific to en-
coding aspects of good story-telling. This system
outperforms a state-of-the-art essay-scoring system.
(3) We present analyses of trait and overall scoring
of narrative essays, which provide insights into the
aspects of narratives that are easy/difficult for hu-
mans and machines to evaluate.

2 Related Work

2.1 Narrative assessments

Researchers have approached manual assessments
of creative writing in a variety of ways. The
“consensual assessment technique” (Amabile, 1982;
Broekkamp et al., 2009) evaluates students’ creative
writing on criteria such as creativity, originality and
technical quality. Consensus scoring is used, but the
genre is considered to be too subjective for close
agreement between scorers.

Story-telling in children has been studied and
evaluated using a number of techniques. For ex-
ample, the Test of Narrative Language (Gillam and
Pearson, 2004) is a standardized, picture-based,
norm-referenced measure of narrative ability, used
to identify language disabilities. Stein and Glenn
(1979) used a story-schema approach to evaluate
story recall in school children. Miller and Chapman
(1985) adapted it to score story re-telling, mainly for
clinical purposes. Similarly, narrative re-telling is
recorded and analyzed for length, syntax, cohesion,
and story grammar in the Strong Narrative Assess-
ment Procedure (Strong et al., 1998). The Index of
Narrative Complexity (Petersen et al., 2008) scores
oral narratives on several dimensions and is used to
study the effectiveness of clinical interventions.

Olinghouse and Leaird (2009) used picture-
prompts for eliciting narratives from about 200 stu-
dents at the 2nd and 4th grade levels. The stories
were evaluated for organization, development and
creative vocabulary, but the study focused on vocab-
ulary characteristics at different grade levels. McK-
eough et al. (2006) studied 150 student narratives in
order to compare talented and average writers.

Halpin and Moore (2006) analyzed students’ re-
telling of exemplar stories. They focused on event
extraction, with the final goal of providing advice in
an interactive story-telling environment. Passonneau

et al. (2007) annotated oral retellings of the same
story on three consecutive days in order to study and
model children’s comprehension.

2.2 Narrative Analysis in Computational
Linguistics

Research on narratives in Computational Linguistics
has employed fables, fairy tales, and literary texts,
aiming at representing, understanding and extract-
ing information, e.g., Charniak (1972). Goyal et
al. (2010) analyzed Aesop’s fables, producing auto-
matic plot-unit representations (Lehnert, 1981) with
a task-specific knowledge base of affect.

Character traits and personas in stories have also
been analyzed. For example, Elsner (2012) pro-
posed a rich representation of story-characters for
the purpose of summarizing and representing nov-
els. Bamman et al. (2014) automatically inferred
latent character types in English novels. Valls-
Vargas et al. (2014) extracted characters and roles
from Russian folk tales, based on their actions.
Chaturvedi et al. (2015) analyzed short stories for
characters’ desires and built a system to recognize
desire fulfillment, using textual entailment.

Researchers have also studied social networks and
have modeled relationships in stories (Elson et al.,
2010; Celikyilmaz et al., 2010). Agarwal et al.
(2013) modeled character interactions from Alice in
Wonderland for the purpose of social network anal-
ysis. Chaturvedi et al. (2016) modeled character
relationships in novels, using structured prediction.

Wiebe (1994) proposed a method for tracking
psychological points of view in narratives, looking
at private states and subjective sentences. Oves-
dotter Alm and Sproat (2005) studied emotional se-
quencing and trajectories in 22 Grimm’s fairy tales.
Ware et al. (2011) analyzed dimensions of conflict
in four simple, constructed stories, with the goal of
evaluating story content. Similarly, Swanson et al.
(2014) analyzed blog narratives for narrative clause
sub-types such as orientation, action and evaluation.
Reagan et al. (2016) used sentiment analysis to gen-
erate emotional profiles for English novels.

NLP methods have also been used for modeling
and understanding narrative structures (Finlayson,
2012; Elson, 2012). See Finlayson (2013) and Mani
(2012) for detailed literature surveys.

One important aspect of a narrative is that it
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conveys a sequence of events (Fludernik, 2009;
Almeida, 1995). Chambers and Jurafsky (2009;
2008) presented techniques for the automatic acqui-
sition of event chains and event schemas (Chambers,
2013), which are related to earlier notions of scripts
as prepackaged chunks of knowledge (Schank and
Abelson, 1977). This line of research has received
a great deal of attention (Nguyen et al., 2015; Bal-
asubramanian et al., 2013; Jans et al., 2012; McIn-
tyre and Lapata, 2010). For narratives, Ouyang and
McKeown (2015) focused on automatic detection of
compelling events. Bogel et al. (2014) worked on
extraction and temporal ordering of events in narra-
tives.

Based on the ‘Narrative Cloze Test’ (Chambers
and Jurafsky, 2008), Mostafazadeh et al. (2016) pre-
sented a framework for evaluating story understand-
ing algorithms, the ‘Story Cloze Test’, whose goal is
to predict a held-out continuation of a short story.

Our research differs significantly from previous
work. We aim to evaluate, on an integer scale, the
quality of narratives in student-generated essays. In-
sights from previous work on narrative analysis can
be useful for our purposes if they capture narrative
techniques employed by student writers, and if they
correlate with scores representing narrative quality.
It is still an open question whether an elaborate rep-
resentation and understanding of the story is needed
for evaluating student writing, or whether encod-
ing features that capture different narrative aspects
might be sufficient. Further, depending on the type
of story, not all aspects of narrative analysis may
come into play. For example, plot construction and
narrative elements such as conflict may be central to
creating a hypothetical story about an antique trunk,
but not so much in a personal story about a travel
experience. To the best of our knowledge, this work
makes a first attempt at investigating the evaluation
of narrative quality using automated methods.

2.3 Automated essay scoring

There are a number of automated essay scoring
(AES) systems, many of which are used oper-
ationally, such as e-raterr (Attali and Burstein,
2006), Intellimetric (Elliot, 2003), the Intelligent Es-
say Assessor (Landauer et al., 2003) and Project Es-
say Grade (Page, 1994). However, these previous
studies have not been focused on narratives.

In a somewhat related study to this one, Somasun-
daran et al. (2015) scored oral narratives that were
generated by international students in response to a
series of pictures. Some of the features used in that
study overlap with our work due to the overlap in
the genre; however, their focus was on scoring the
response for language proficiency. Graph features,
which we have used in this work, have been shown
to be effective in capturing idea development in es-
says (Somasundaran et al., 2016). This work also
employs graph features, but it is one of the many we
explore for encoding the various linguistic phenom-
ena that characterize good narratives.

3 Data

Our data comprises narrative essays written by
school students in the Criterion R© program1, an on-
line writing evaluation service from Educational
Testing Service. It is a web-based, instructor-led
writing tool that helps students plan, write and revise
their essays. Narrative essays were obtained from
grade levels 7, 10 and 12. Each essay was written in
response to one of 18 story-telling prompts related
to personal experiences, hypothetical situations, or
fictional stories. Below are some example prompts:
[Personal Experience] There are moments in everyone’s lives

when they feel pride and accomplishment after completing a

challenging task. Write a story about your proudest moment.

[Hypothetical Situation] Pretend that one morning you wake

up and find out that you’ve become your teacher for a day! What

happened? What do you do? Do you learn anything? Write a

story about what happens. Use your imagination!

[Fictional Story] Throughout the years, many have placed mes-

sages in sealed bottles and dropped the bottles into the ocean

where they eventually washed up on foreign shores. Occasion-

ally the finder has even contacted the sender. Write a story about

finding your own message in a bottle.

The average essay length in our data is 320 words,
with a range of 3 to 1310 words and a standard devi-
ation of 195. A sample essay, “Message in a bottle”,
in response to the fiction story prompt above is pre-
sented below:

Last year, I went back to my hometown. There
was a big beautiful beach on which I had often
played as a child. Nevertheless, when I went to the
beach, it changed. I looked a great deal of trash, and

1https://criterion.ets.org/criterion
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many animal disappeared. Without original breath-
taking scene, there had been destroyed very well.

All of a sudden, I watched a bottle When I
walked on the beach. I opened the bottle with my cu-
riosity. There was a message in the bottle. The mes-
sage was “Whoever you are, please help this beach.
We need more clean beach to survive.” I was sur-
prised that this message should be from the sea crea-
ture. They need humans’ help, or they would die.

Therefore, I persuaded the other people who
live there to clean the beach immediately. They all
agreed to come and to help those animals. Finally,
with a lot of people’s help, the beach became beau-
tiful as before. I thought that those who under the
sea were very comfortable and happy to live a clean
surroundings.

4 Scoring Narrative Essays

Our work focuses on automatically evaluating and
scoring the proficiency of narrative construction in
student essays.

Therefore, we use a rubric2 created by education
experts and teachers, and presented by Smarter Bal-
anced, an assessment aligned to U.S. State Standards
for grades K-12.

4.1 Trait Scoring
The scoring rubric provides guidelines for scor-
ing essays along three traits (dimensions): Pur-
pose/Organization (hereafter, referred to as Organi-
zation or Org.), Development/Elaboration (Develop-
ment or Dev.) and Conventions (or Conv.). Each of
the dimensions is described below.

4.1.1 Organization
Organization is concerned with the way a story is

arranged in general. It focuses on event coherence,
on whether the story has a coherent start and end-
ing, and whether there is a plot to hold all the pieces
of the story together. This dimension is judged on
a scale of 1-4 integer score points, with 4 being the
highest score. The rubric provides the following cri-
teria for an essay of score point 4 in terms of five as-
pects or sub-traits: “The organization of the narrative
is fully sustained and the focus is clear and maintained
throughout: 1. an effective Plot; 2. effectively establishes

2 https://portal.smarterbalanced.org/
library/en/performance-task-writing-
rubric-narrative.pdf

Character/Setting/POV; 3. consistent use of a variety of
Transitioning strategies; 4. natural, logical Sequencing
of events; 5. effective Opening/Closing.”

An essay is judged non-scorable if it is insuffi-
cient, written in a language other than English, off-
topic, or off-purpose. Such essays are assigned a
score of 0 in our scheme.

4.1.2 Development

Development focuses on how the story is devel-
oped. It evaluates whether the story provides vivid
descriptions, and whether there is character devel-
opment. This dimension is also judged on a scale
of 1-4 integer score points, with 4 being the high-
est score. As in the scoring of Organization, in
our scheme, non-scorable essays are assigned a 0
score for Development. The rubric provides the
following criteria for an essay of score point 4 in
terms of five aspects or sub-traits: “The narra-
tive provides thorough, effective elaboration using rele-
vant details, dialogue, and/or description: 1. clearly de-
veloped Character/Setting/Events; 2. connections made
to Source Materials; 3. effective use of a variety of
Narrative Techniques; 4. effective use of sensory, con-
crete, and figurative Language; 5. effective, appropriate
Style.”

4.1.3 Conventions

This dimension evaluates the language profi-
ciency, judged on a scale of 1-3 integer score points,
with 3 being the highest score. According to the
rubrics, the following characterizes an essay of score
point 3: “The response demonstrates an adequate com-
mand of conventions: adequate use of correct sentence
formation, punctuation, capitalization, grammar usage,
and spelling.”

4.2 Sub-trait scoring

As noted above, Organization and Development are
each composed of 5 sub-traits. We scored these sub-
traits manually using the same 4-point scale as the
main trait scores. This yields 10 sub-trait scores in
addition to the 3 main trait scores, for a total of 13
manually assigned scores per essay. We produced
guidelines and selected a small set of benchmark es-
says for training two scorers.
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4.3 Narrative and Total Scores

Based on the human-assigned trait scores, we de-
rive Narrative and Total composite scores for each
essay. The Narrative score for each essay is cal-
culated by summing the Organization and Develop-
ment trait scores. This gives the essay a Narrative
score on an integer scale from 0 to 8. We sum up
the three trait scores (Organization + Development
+ Conventions) to get a Total score on an integer
scale from 0 to 11. Even though Narrative and Total
composites are not defined separately/independently
from their components, they provide us with an esti-
mate of how manual and automated scoring will per-
form on these data for scenarios where, for example,
a single overall score has to be assigned.

5 Annotation and Data Statistics

Two research assistants, both co-authors on the pa-
per but not involved in system development, per-
formed the scoring. Both annotators are native
speakers of English with more than four years of
linguistic annotation experience. Using the scor-
ing rubric described above, the lead annotator cre-
ated a guideline and benchmark dataset of 20 es-
says spanning all score points. This was used for
training a second annotator and three researchers (all
co-authors on the paper), and the resulting feedback
was used to refine the guidelines. Two rounds of
training were conducted, with 10 and 20 essays re-
spectively. A score discrepancy of more than one
point for any of the traits triggered a discussion in
order to bring the scores closer (that is, the scores
should only differ by one point). Exact agreement
was not sought due to the very subjective nature of
judging stories. One of the researchers served as ad-
judicator for the discussions. No specific training
was performed for the sub-traits; disagreements on
sub-traits were discussed only within trait-level dis-
cussions.

Once the training was completed, a total of 942
essays3 were scored. Of these, 598 essays were
singly scored and 344 essays were double-scored to
measure agreement. Scoring of each essay thus in-
volved assigning 13 scores (3 traits + 10 sub-traits)
and took approximately 10 to 20 minutes. Table 1

3For data requests see https://www.ets.org/
research/contact/data_requests/.

shows the distribution of scores across the score-
points for the three traits.4

Score 0 1 2 3 4
Org. 40 63 217 381 241
Dev. 40 84 270 319 229
Conv. - 115 365 462 -

Table 1: Score distributions for traits

5.1 Inter-annotator Agreement
To calculate agreement, we use Quadratic Weighted
Kappa (QWK) (Cohen, 1968), a well-established
metric in assessment that takes into account agree-
ment due to chance. It is equivalent to a form of
intra-class correlation and, in most cases, is compa-
rable to Pearson’s r. The QWKs calculated over 344
doubly annotated essays are reported in Table 2. The
three main traits are shown in bold, the sub-traits are
prefixed with a ”:”, and the composite traits (Narra-
tive and Total) are shown in italics.

Trait:Sub-trait QWK
Organization 0.71
:Plot 0.62
:Characters/Setting/POV 0.65
:Transitioning 0.57
:Sequencing 0.63
:Opening/Closing 0.66
Development 0.73
:Characters/Setting/Events 0.68
:Narrative Techniques 0.64
:Language 0.59
:Source Materials 0.52
:Style 0.58
Convention 0.46
Narrative (Org. + Dev.) 0.76
Total (Org. + Dev. + Conv.) 0.76

Table 2: Inter-annotator agreement

For the Organization and Development traits,
which capture the narrative aspects of writing,

4The “Message in a Bottle” sample essay in Section 3 re-
ceived scores of Org.:3, Dev.:4, and Conv.:3. The high score for
Conventions reflects the rubric’s requirement of adequate (but
not stellar) command of language usage.
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scoring agreement is quite high: Organization
(QWK=0.71) and Development (QWK=0.73). This
result is promising as it indicates that Organization
and Development of story-telling can be reliably
scored by humans. Surprisingly, the agreement for
the non-narrative dimension, Conventions, is only
rather moderate (QWK=0.46). Discussion among
the two annotators revealed that the criteria for the
score points in Conventions were very subjective.
For example, they had difficulty deciding on when a
Conventions violation, such as a specific grammati-
cal error, was severe, and how much variety among
the error types was needed to move the Conventions
score from one score point to another.

Table 2 shows that agreement for all sub-traits is
lower than agreement for the corresponding trait.
Sub-trait agreement results also show that some
story traits are more reliably scored than others. For
example, it is easier to evaluate good openings and
closings in stories (QWK=0.66) than to evaluate the
quality of story style (QWK=0.58). Evaluation of
stylistic devices and whether they indeed enhance
the story is rather subjective.

Agreement for the Narrative and Total scores is
also quite good. Narrative achieves a higher QWK
than its individual components. The high agreement
of the Total scores is interesting, as it incorporates
the Conventions scores, on which substantial agree-
ment was not achieved.

5.2 Inter-trait correlations

Previous research on writing has shown that traits
are usually correlated (Lee et al., 2010; Bacha, 2001;
Klein et al., 1998). We also observed this in our data.
Inter-trait correlations (Pearson’s r) are shown in Ta-
ble 3. Scores for Organization and Development,
are highly correlated (r = 0.88), and each is also
correlated with Conventions (r = 0.40 and 0.42, re-
spectively), albeit not as strongly. Not surprisingly,
the composite scores, Narrative and Total, are highly
correlated to their components.

6 Linguistic Features

We used the scoring rubric as a guideline for explor-
ing construct-relevant features with a view towards
automated analysis. We developed sets of features
for the different narrative characteristics. Each set is

Org. Dev. Conv. Nar. Tot.
Org. 1.00 0.88 0.40 0.97 0.93
Dev. 1.00 0.42 0.97 0.94
Conv. 1.00 0.42 0.64
Nar. 1.00 0.97
Total 1.00

Table 3: Score correlations for traits, Narrative and Total.

described in detail in the following sections.

6.1 Transition Feature Set

Effective organization of ideas and events is typi-
cally achieved with the use of discourse markers.
In order to encode effective transitioning, we com-
piled a transition-cue lexicon, and constructed fea-
tures based on it.

We compiled a list of 234 discourse cues from the
Penn Discourse Treebank (PDTB) manual (Prasad et
al., 2008), and we manually collected a list of tran-
sition cues from the web by mining websites that
provide tips on good essay/narrative writing. The
latter, with a total of 484 unigrams and multi-word
expressions, is more focused on cues that are used
commonly to write stories (e.g., cues that provide
locational or temporal connections) than the former.

Using the lexicon, we extracted two features from
each essay: the number of cues in the essay and that
number divided by the essay length. These two fea-
tures form the Transition feature set.

6.2 Event-oriented Feature Set

Events are the building blocks of narratives,
and good story-telling involves skillfully stringing
events together. We construct an event-based fea-
ture set, Events, to capture event cohesion and co-
herence. Following the methodology proposed by
Chambers and Jurafsky (2008), we built a database
of event pairs from the GigaWord Fifth Edition cor-
pus (Parker et al., 2011). Specifically, we used
the Annotated Gigaword distribution (Napoles et
al., 2012), which has been automatically annotated
with typed dependency information (de Marneffe
and Manning, 2008). Following Chambers and Ju-
rafsky (2008), we define events as verbs in a text
(excluding be/have/do) and pairs of events are de-
fined as those verbs that share arguments in the text.
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In the present work we limit our scope to the fol-
lowing set of (typed dependency) arguments: nsubj,
dobj, nsubjpass, xsubj, csubj, csubjpass.

To estimate event cohesion, we extract all event
pairs from an essay after pre-processing it with the
Stanford Core NLP toolkit (Manning et al., 2014).
Event tokens from the essay are linked into pairs
when they share a filler in their arguments. For
essays, we use Stanford co-reference resolution for
matching fillers of verb-argument slots. For all event
pairs extracted from an essay, we query the events
database to retrieve the pair association value (we
use the point-wise mutual information (Church and
Hanks, 1990)). We define three quantitative mea-
sures to encode event cohesion: (1) total count of
event pairs in the essay; (2) proportion of in-essay
event-pairs that are actually found in the events
database; (3) proportion of in-essay event-pairs that
have substantial association (we use PMI ≥ 2).

We also capture aspects of coherent event se-
quencing. For this, we compute event chains, which
are defined as sequences of events that share the
same actor or object, in subject or direct object role
(Chambers and Jurafsky, 2008). Specifically, we en-
code the following additional features in the Events
feature set: (4) the length of the longest chain found
in the essay (i.e., number of event pairs in the chain);
(5) the score of the longest chain (computed as the
sum of PMI values for all links (event pairs) of the
chain); (6) the length of the second longest chain
found in the essay; (7) the score of the highest scor-
ing chain in the essay; (8) the score of the second
highest scoring chain in the essay; (9) the score of
the lowest scoring chain is the essay; (10) the sum
of scores for all chains in the essay. For each of
the features 4-10, we also produce a feature that is
normalized by the log of the essay length (log word-
count).

6.3 Subjectivity-based Feature Set
Evaluative and subjective language is used to de-
scribe characters (e.g., foolish, smart), situations
(e.g., grand, impoverished) and characters’ private
states (e.g., thoughts, beliefs, happiness, sadness)
(Wiebe, 1994). These are evidenced when charac-
ters are described and story-lines are developed.

We use two lexicons for detecting sentiment and
subjective words: the MPQA subjectivity lexicon

(Wilson et al., 2005) and a sentiment lexicon, AS-
SESS, developed for essay scoring (Beigman Kle-
banov et al., 2012). MPQA associates a posi-
tive/negative/neutral polarity category to its entries,
while ASSESS assigns a positive/negative/neutral
polarity probability to its entries. We consider a term
from ASSESS to be polar if the sum of positive and
negative probabilities is greater than 0.65 (based on
manual inspection of the lexicon). The neutral cat-
egory in MPQA comprises subjective terms that in-
dicate speech acts and private states (e.g., view, as-
sess, believe), which is valuable for our purposes.
The neutral category in ASSESS consists of non-
subjective words (e.g., woman, technologies), which
we ignore. The polar entries of the two lexicons dif-
fer too. ASSESS provides polarity for words based
on the emotions they evoke. For example, alive,
awakened and birth are highly positive, while crash,
bombings and cyclone are strongly negative.

We construct a Subjectivity feature set comprised
of 6 features encoding, for each essay, the presence
(a binary feature) and the count of MPQA and AS-
SESS polar words and MPQA neutral words.

6.4 Detailing Feature Set

Providing specific details, such as names to char-
acters, and describing the story elements, helps in
developing the narrative and providing depth to the
story. Proper nouns, adjectives and adverbs come
into play when a writer provides descriptions. Thus,
we create a Details feature set comprised of a total
of 6 features encoding, separately, the presence (a
binary feature) and the count of proper nouns, ad-
jectives and adverbs.

6.5 Graph Feature Set

Graph statistics have been reported to be effective
for capturing development and coherence in essays
(Mesgar and Strube, 2016; Somasundaran et al.,
2016). We closely follow the implementation and
features described in Somasundaran et al. (2016)
for capturing narrative development (due to space
constraints we refer the reader to the original paper).
Graphs were constructed from essays by represent-
ing each content word (word type) in a sentence as a
node in the graph. Links were drawn between words
belonging to adjacent sentences. Features based on
connectivity, shape and PageRank were extracted,
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giving a total of 19 Graph features. Specifically,
the features used were: percentage of nodes with de-
grees one, two and three; the highest, second-highest
and median degree in the graph; the highest degree
divided by the total number of links; the top three
PageRank values in the graph, their respective neg-
ative logarithms, and their essay length-normalized
versions; the median PageRank value in the graph,
its negative log and essay length-normalized ver-
sion.

6.6 Content word usage

Content word usage, also known as lexical density
(Ure, 1971), refers to the amount of open-class (con-
tent words) used in an essay. The greater proportion
of content words in a text, the more difficult or ad-
vanced it is (Yu, 2010; O’Loughlin, 1995), and it
has been suggested that, for academic discourse, too
much lexical density is detrimental to clarity (Hal-
liday and Martin, 1993). The Content feature is
the inverse of the proportion of content words (POS
tagged noun/verb/adjective/ adverb) to all words of
an essay.

6.7 Pronoun Usage

The use of pronouns in story-writing has several im-
portant aspects. On one hand, pronouns can indi-
cate the point of view (perspective) in which the
story is written (Fludernik, 2009; Rimmon-Kenan,
2002). Perspective is important in both construction
and comprehension of narrative (Rimmon-Kenan,
2002). The use of pronouns is also related to
reader engagement (Mentzell et al., 1999) and im-
mersion (Oatley, 1999). Stories with first person
pronouns lead to stronger reader immersion, while
stories written in third person lead to stronger reader
arousal (Hartung et al., 2016). In our data, we
counted personal pronouns (e.g., I, he, it), including
contractions (e.g., he’s), and possessive pronouns
(e.g., my, his). For each story, the counts were nor-
malized by essay length. A single feature, Pronoun,
was encoded using the proportion of first and third
person singular pronouns in the essay.

6.8 Modal Feature

As an account of connected events, a narrative typ-
ically uses the past tense. By contrast, modals ap-
pear before untensed verbs and generally refer to the

present or the future. They express the degree of
ability (can, could), probability (shall, will, would,
may, might), or obligation/necessity (should, must).
An overabundance of modals in an essay might be
an indication that it is not a narrative or is only
marginally so. This idea is captured in the Modal
feature, which is the proportion of modals to all
words of an essay.

6.9 Stative Verbs

Stative verbs are verbs that describe states, and
are typically contrasted with dynamic verbs, which
describe events (actions and activities) (Vendler,
1967). In narrative texts, stative verbs are often used
in descriptive passages (Smith, 2005), but they do
not contribute to the progression of events in a story
(Almeida, 1995; Prince, 1973). Our conjecture is
that if a text contains too many stative verbs, then it
may not have enough of an event sequence, which
is a hallmark of a narrative. We compiled a list of
62 English stative verbs (e.g., know, own, resemble,
prefer) from various linguistic resources on the web.
During processing of an essay, we identify verbs by
POS tags, and stative verbs via list-lookup. Sepa-
rately, we identify copular uses of “to be” and count
them as statives. Our feature, Statives, is the propor-
tion of stative verbs out of all verbs in an essay.

7 Experiments

Our experiments investigate the following ques-
tions: (1) Is it possible to score narrative quality
traits in essays using automated methods? (2) Which
of our feature sets are effective for scoring narrative
quality traits? (3) How do our narrative-inspired fea-
tures perform as compared to a baseline that is com-
petitive but does not specifically address the narra-
tive construct? (4) How does overall scoring of nar-
rative essays differ from trait scoring? (5) What are
the best feature combinations for narrative scoring?

To answer these questions, we built and evaluated
scoring systems for each trait, overall Narrative and
Total scores. In each case, we performed detailed
ablation studies at the feature-set level. We have 10
features sets (9 feature sets described above plus a
baseline feature set); thus 1024 feature set combi-
nations were investigated. As our traits are highly
correlated, we used all of our features for building
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systems for each trait, leaving it to the ablation pro-
cess to reveal the most promising feature set combi-
nation.

7.1 Baseline

E-rater (Attali and Burstein, 2006), a state-of-the-
art commercial system for automatic essay scor-
ing, uses a comprehensive suite of features cover-
ing many aspects of writing quality, such as gram-
mar, language use, mechanics, fluency, style, or-
ganization, and development. We use all of the
features from e-rater, a total of 10 features, as the
Baseline feature set. While e-rater is not designed
for trait scoring, it incorporates features that ad-
dress the traits of interest in this work. Develop-
ment and Organization are captured by features that,
among other things, count and encode the num-
ber and length of discourse elements such as the-
sis, main points, supporting ideas, and conclusion
(Burstein et al., 2003).

7.2 Results

We experimented with Linear Regression, Sup-
port Vector Regression (RBF kernel), Random
Forests, and Elastic Net learners from the scikit-
learn toolkit (Pedregosa et al., 2011), with 10-fold
cross-validation on 942 essays. As Linear Regres-
sion results were consistently better, both for Base-
line and for our features, we only report results
from this learner. Trimming of the predicted lin-
ear regression output was performed; that is, if the
predicted score was above the max score, or be-
low the min score, it was assigned the max or the
min score, respectively. Bootstrapping experiments
(Berg-Kirkpatrick et al., 2012; Efron and Tibshirani,
1994) were performed to test for statistical signifi-
cance (we used 1000 bootstrap samples).

For each trait-scoring experiment, we extracted
all the features (described in Section 6) from the es-
says and used the corresponding human trait scores
for training and testing. Thus, the input essays and
their features are the same across all experiments.
What varies is the trait to be predicted and, conse-
quently, the performance of feature sets as well as
the best feature combination.

Table 4 shows the performance of Baseline, the
individual features, all features, and the best fea-
ture combination, for all three traits, overall Nar-

rative and Total scoring. Performance of individ-
ual features that exhibit some predictive power is
also shown in the table. The single-measure fea-
tures Modal, Pronoun, Content, and Stative show no
predictive power individually (QWKs = 0) and are
omitted from the table for space reasons.

Organization Understandably, Baseline performs
poorly for scoring Organization in narratives, as its
focus is evaluating overall writing proficiency. In-
dividual feature sets, Details, Transition, Events and
Subjectivity, have some predictive capability, but it
is not very high. This is not surprising as they each
encode only a specific aspect of narrative quality.
The Graph feature set outperforms the Baseline fea-
ture set, but the difference is not statistically signif-
icant. When all features are put together (All fea-
tures), the QWK obtained is 0.56, which is substan-
tially higher than Baseline (p < 0.001), but as not as
good as the best performing feature set.

The best combination of our proposed features
(Details+ Modal+ Pronoun+ Content+ Graph+ Sub-
jectivity+ Transition) achieves a QWK of 0.60, sub-
stantially better performance than Baseline (p <
0.001), reflecting an improvement of 13 percentage
points. This result indicates that developing features
to encode narrative quality is important for evaluat-
ing Organization in narrative essays. Most of our
explored feature sets, even those that do not individ-
ually perform well, are part of the best system. Two
feature sets that are not present in the best feature
combination are Statives and Events. The exclusion
of the former is reasonable – stative verbs are re-
lated to story development. The exclusion of Events
is surprising, as it intuitively encodes the coherence
of events, impacting the organization of the essay.
The best feature combination that includes Events
achieves a QWK of 0.58. The Baseline features are
not part of the best system, confirming our intuition
that features that specifically encode narrative qual-
ity are needed for this narrative trait.

From our ablation results, we inspected the top 10
best-performing feature set combinations in order to
determine which features consistently produce good
systems. Pronoun, Content, Graph and Subjectivity
were a part of all 10 of the 10 top systems, Transition
was in 9, Details was in 7 and Modal was in 6 feature
sets. This suggests that singleton features such as
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Feature set Organization Development Conventions Narrative Total
Baseline 0.47 0.51 0.44 0.53 0.60
Details 0.36 0.41 0.19 0.39 0.41
Transition 0.39 0.50 0.23 0.49 0.48
Events 0.39 0.43 0.26 0.45 0.45
Subjectivity 0.41 0.47 0.20 0.47 0.46
Graph 0.49 0.54 0.17 0.56 0.54
All features 0.56 0.63 0.46 0.65 0.67
Best feature combination* 0.60 0.66 0.50 0.67 0.70

Table 4: Performance (QWK) on predicting traits and Narrative and Total scores; Best feature combinations:
*For Organization: Details+ Modal+ Pronoun+ Content+ Graph+ Subjectivity+ Transition;
*For Development: Details+ Modal+ Content+ Graph+ Statives+ Transition;
*For Conventions: Baseline + Details + Graph;
*For Narrative: Baseline+ Details+ Modal+ Pronoun+ Content+ Graph+ Statives+ Subjectivity+ Transition;
*For Total: Details+ Baseline+ Modal+ Content+ Graph+ Subjectivity+ Transition

Pronoun and Content are indeed useful, even though
they cannot be used in isolation.

Development We observe similar trends seen with
the Organization trait – the Baseline feature set
does not capture Development very effectively, and
some individual feature sets have predictive power
for this trait but perform poorly. Graph outper-
forms Baseline, but this is not statistically signifi-
cant. Using all of the available features produces
QWK=0.63, a significant improvement over Base-
line, (p < 0.001). The best system achieves a per-
formance of QWK=0.66, outperforming Baseline by
15 percentage points (p < 0.001). The best feature
combination contains 6 of the 9 proposed features
and differs from the best features for Organization
by the inclusion of Statives and the exclusion of Pro-
noun and Subjectivity. Content, Graph and Transi-
tion also occur in all of the top 10 best-performing
systems.

Conventions Even though scoring language con-
ventions is not the focus of this work, we were cu-
rious how well our features evaluate this dimension.
We observe that overall performance is lower than
for the other two traits, which is to be expected as
we do not have high human inter-rater agreement to
start with. The Baseline e-rater feature set is the best
performing individual feature set, and the narrative-
specific features perform rather poorly. Using all
features (QWK=0.46) only produces a 2 point im-

provement over Baseline, which is not statistically
significant. Adding Details and Graph to Baseline
produces the best system, an improvement of 6 per-
centage points, QWK=0.50, (p < 0.001). All three
features are also the only feature sets that consis-
tently occur in all the 10 top-performing systems.

Narrative In general, the results for Narrative
scoring follow the same trends as the results for Or-
ganization. Graph features outperform the Baseline
significantly (p < 0.05). Using all available features
produces a significant improvement in performance
(0.65 QWK; p < 0.001). Baseline features are now
a part of the best feature set combination (Baseline+
Details+ Modal+ Pronoun+ Content+ Graph+ Sta-
tives+ Subjectivity+ Transition), which achieves a
QWK of 0.67, an improvement of 14 percentage
points (p < 0.001). The best feature combination
without the Baseline features achieves QWK = 0.66,
and this is not statistically different from the per-
formance of the best system. Modal, Content, and
Graph occur in all 10, and Subjectivity and Transi-
tion occur in nine of the top 10 feature combinations.

Total For Total scoring, the Baseline feature set
is the best performing individual feature set, with
QWK = 0.60. Using all features produces a signifi-
cant (p < 0.001) performance boost at 0.67 QWK.
The best feature combination (Details+ Baseline+
Modal+ Content+ Graph+ Subjectivity+ Transition)
improves over Baseline by 10 percentage points,
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with a QWK of 0.70 (p < 0.001). The best result
obtained by a feature combination without Baseline
(Details+ Modal+ Content+ Graph+ Subjectivity+
Transition) is QWK = 0.68, which is significantly
higher than the Baseline performance (p < 0.001),
indicating that our features are able to effectively
score essays by themselves, as well as in combina-
tion with the Baseline features to get an improved
system. Except for Details and Transition, all fea-
tures of the best system also occur in all the top-10
systems.

8 Analysis and Discussion

The results show that our proposed features vary
in effectiveness. Graph features proved to be more
effective than Transition, Subjectivity and Details.
The effectiveness of single-measure features (Pro-
noun, Statives, Content and Modal) was evident by
their inclusion in the best combination models.

Although Events was reasonably predictive on its
own for Organization and Development, it was not
found in the best performing combinations, nor did
it participate in the top 10 feature sets for any of
the traits. This surprising result suggests that other
features, which are correlated with Events, must be
stronger indicators of narrative competence.

Our results also show no clear segregation of fea-
tures by trait, as most of the features appearing in
the best models for Organization and Development
were the same. We attribute this to the high correla-
tion between the human scores for the two traits; a
model that is good for one will be good for the other.

8.1 Correlation Study

We performed correlation analysis to test if our intu-
itions regarding the feature sets, as discussed in Sec-
tion 6, are supported by the data, and to study the
effect of length. Length is a well-known confound-
ing factor in essay scoring as longer essays tend to
get higher scores (Chodorow and Burstein, 2004).
This also applies to narratives, as it is difficult to
tell a good story without using a sufficient amount
of words. In our data, Pearson correlations of essay
length with human scores are: Conv.: 0.35, Dev.:
0.58, Org.: 0.54. However, it is important that our
encoded features capture more than just the length of
the narrative. In order to test this, we conducted cor-

Feat Org Dev Conv
Base. 0.19 (0.28) 0.19 (0.41) 0.39 (0.43)
Detl. 0.17 (0.21) 0.16 (0.20) 0.08 (0.18)
Trans. -0.10 (0.23) -0.15 (0.22) -0.05 (0.27)
Event 0.20 (0.27) 0.19 (0.26) 0.14 (0.19)
Subj. 0.17 (0.48) 0.19 (0.52) 0.07 (0.12)
Graph 0.36 (0.61) 0.39 (0.65) 0.06 (0.28)
Cont. -0.19 (-0.30) -0.20 (-0.31) -0.20 (-0.28)
Pron. 0.19 (0.18) 0.17 (0.17) 0.12 (0.10)
Modal -0.17 (-0.17) -0.21 (-0.17) -0.01 (-0.18)
Statv. -0.10 (-0.18) -0.10 (-0.18) -0.05 (-0.11)

Table 5: Maximal partial correlations with scores, con-
trolling for length (simple correlations in parentheses).

relation analysis between each feature and human
trait score by partialling out length.

Table 5 shows the maximal partial correlation of
each feature set with the human scores. For feature
sets that contain only a single feature (e.g., Modal),
we directly report the partial correlation for that fea-
ture. For feature sets that contain multiple features,
due to space constraints, we report the maximal par-
tial correlation achieved by any feature within that
set5. The value in the parentheses indicates the cor-
responding feature’s simple correlation with score.

We observe that for all features except Pronoun
and Modal, the correlation with score drops when
length is accounted for, indicating the influence of
essay length on scores. This effect is more pro-
nounced in features that employ counts (e.g., counts
of adverbs), as more support is found in longer es-
says. The baseline is correlated more with conven-
tions than the two narrative traits. An opposite effect
is seen for our narrative-specific features. The neg-
ative sign for Statives, Content and Modal supports
our intuitions regarding these features – more use of
these reduces story quality.

8.2 Error Analysis

Table 6 shows the human-machine confusion matrix
for Development trait scores. Confusion matrices
for other traits also show a similar trend. We observe
that most of the errors in score prediction are at adja-
cent score points. This is perhaps in part due to our
human-human agreement criterion during data an-

5Note that, within a set, different features might have maxi-
mum values for different traits
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Human Machine
0 1 2 3 4 total

0 8 9 18 5 0 40
1 8 28 43 5 0 84
2 1 8 159 101 1 270
3 0 0 83 205 31 319
4 0 0 9 125 95 229

Table 6: Human-machine confusion matrix for Develop-
ment traits scores

notation – disagreement of one score point did not
trigger adjudication.

The system encounters more difficulty predicting
the correct scores at the ends of the scale (score
points 0-1 and score point 4). The difficulty with
scores 0 and 1 is partially attributable to the small
amount of training data for these scores.

In a more detailed analysis of the human-machine
discrepancies, we first focus on the forty essays that
were rated 0 by the annotators (Table 6, row 1).
The machine and human agreed on only eight of
these. All eight are non-narratives, and seven of
them are extremely short (3 to 51 words). Twenty
seven of the remaining 32 were well-written, long,
non-narrative essays (and thus off-purpose accord-
ing to our rubric). For example, one of the essays,
which was written for a “describe a travel experi-
ence” prompt, presented a discussion about the edu-
cational advantages of travel in general.

Next, we consider the 84 essays (all narratives)
that were rated 1 by the annotators (row 2 of Table
6). Of these, the eight that were scored 0 by the ma-
chine were rather short (length 15 to 69 words) and
poorly written. The human and the machine agreed
on 28 essays, whose average length was somewhat
longer (93 words). For the 43 essays that the ma-
chine over-scored by 1 point, the average length was
154 words. All five essays that the machine over-
scored by 2 points were long, ranging from 200
to 421 words, but were either expository essays or
were very poorly written. This scoring pattern sug-
gests that human-machine disagreement is at least
partially rooted in essay length.

For the essays that were rated 4 by the human an-
notators (Table 6, last row), the machine underesti-
mated nine essays by 2 points. These essays were

relatively short (from 135 to 383 words). For com-
parison, in the 125 essays where the machine under-
estimated the human score by only one point, the
average length was 418 words. For the 95 essays
that were scored 4 by both the human and machine,
the average length was 653 words. A similar effect
of length was seen among the essays scored 2 and 3
by the human annotators.

The error analysis at the lowest range of human
scores demonstrates that an accurate system must be
able to properly handle non-narrative essays. One
possible solution is to consider coupling our sys-
tem with a binary narrative classifier that would flag
non-narrative essays. Further research is also clearly
needed to reduce the influence of essay length on
automated scoring. This was particularly demon-
strated for essays where writers managed to produce
well written, but very short, stories that were under-
scored by the machine.

9 Conclusions and Future Work

In this article, we have presented evidence that hu-
mans can reliably score development and organiza-
tion traits and their sub-traits in narratives, and that
some sub-traits can be more reliably scored than oth-
ers. We have also presented evidence that automated
systems with narrative-specific features can reliably
score narrative quality traits and can do so signifi-
cantly better than a state-of-the-art system designed
to assess general writing proficiency.

Scoring narrative essays is challenging because
typically there is no right answer, nor any limit to the
creative possibilities in effective story-telling. In this
work, we have explored only the proverbial tip of the
iceberg in terms of features and methods for scoring
narrative essays. While we are encouraged by our
results, we believe that further improvement will re-
quire more elaborate representations of story content
and meaning. Accordingly, we plan to explore au-
tomated evaluation of narrative sub-traits, including
plot, point of view and character development, and
of the relationships among them.
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