
RESEARCH ARTICLE

Applied usage and performance of statistical
matching in bibliometrics: The comparison of
milestone and regular papers with multiple
measurements of disruptiveness as an

empirical example

Felix Bittmann1 , Alexander Tekles2,3 , and Lutz Bornmann2

1Leibniz Institute for Educational Trajectories (Lifbi), Wilhelmsplatz 3, 96047 Bamberg, Germany
2Science Policy and Strategy Department, Administrative Headquarters of the Max Planck Society,

Hofgartenstr. 8, 80539 Munich, Germany
3Ludwig-Maximilians-Universität Munich, Department of Sociology, Konradstr. 6, 80801 Munich, Germany

Keywords: bibliometrics, convergent validity, disruption index, Stata, statistical matching

ABSTRACT

Controlling for confounding factors is one of the central aspects of quantitative research.
Although methods such as linear regression models are common, their results can be
misleading under certain conditions. We demonstrate how statistical matching can be utilized
as an alternative that enables the inspection of post-matching balancing. This contribution
serves as an empirical demonstration of matching in bibliometrics and discusses the
advantages and potential pitfalls. We propose matching as an easy-to-use approach in
bibliometrics to estimate effects and remove bias. To exemplify matching, we use data about
papers published in Physical Review E and a selection classified as milestone papers. We
analyze whether milestone papers score higher in terms of a proposed class of indicators for
measuring disruptiveness than nonmilestone papers. We consider disruption indicators DI1,
DI5, DI1n, DI5n, and DEP and test which of the disruption indicators performs best, based on
the assumption that milestone papers should have higher disruption indicator values than
nonmilestone papers. Four matching algorithms (propensity score matching (PSM), coarsened
exact matching (CEM), entropy balancing (EB), and inverse probability weighting (IPTW)) are
compared. We find that CEM and EB perform best regarding covariate balancing and DI5 and
DEP performing well to evaluate disruptiveness of published papers.

1. INTRODUCTION

Scientometric research is mainly empirical research. Large-scale databases (e.g., Web of Sci-
ence, Clarivate Analytics, or Scopus (Elsevier)) are used to investigate various phenomena in
science. An overview of these studies can be found in Fortunato, Bergstrom et al. (2018). A
popular topic of scientometric studies is the effect of gender. Researchers are interested in
whether gender has an effect on the number of instances of being cited or the chance of being
appointed for a professorship or fellowship. They want to know whether there is a systematic
and robust gender bias in typical activities in science. Another popular topic of scientometric
studies is the effect of the journal impact factor (a journal metric reflecting the reputation of a
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journal) on the citations of the papers published in a journal. Do papers profit from publication
in a reputable journal in terms of being cited or not? An overview of studies that have investi-
gated the relationship of journal impact factor and citations can be found in Onodera and
Yoshikane (2015). Many of the studies investigating gender bias, citation advantages of the
journal impact factor, and other phenomena have used multiple regression models to statisti-
cally analyze the data. In these models, the relationships between exactly one dependent
variable (e.g., citation counts) and one or multiple independent variable(s) (e.g., journal
impact factor) are investigated. Although in general regression methods are a valid tool to
estimate (causal) effects, other methods can perform better in certain situations for multiple
reasons, which will be outlined further below. In this paper, we present alternative
methods—so-called matching techniques—which can be used instead of or as a supplement
to regression models. It is our intention to explain the techniques based on a concrete empirical
example for possible use in future scientometric studies.

Scientometric data are, as a rule, observational data (and not experimental data). Whenever
observational data are available, simply comparing group means can create misleading results
due to confounding influences. To achieve unbiased estimations of effects, various matching
techniques exist to account for confounding. These techniques are usually referred to as con-
trolling or adjusting to estimate unbiased effects balancing the distribution of covariates (pos-
sibly confounding factors) in the treatment and control groups (Rosenbaum, 1999, 2002;
Rubin, 2007). Treatment groups are, for instance, female researchers/papers published by
female researchers or papers published in reputable journals. Although statistical matching
is not generally superior to methods such as regression models, and results can still be biased,
if relevant confounders are omitted, they have several interesting properties that might be able
to explain the growing popularity of matching techniques in various disciplines in recent
years. These properties are outlined in detail in this study.

A few earlier studies by Farys and Wolbring (2017), Ginther and Heggeness (2020), Mutz
and Daniel (2012), and Mutz, Wolbring, and Daniel (2017) have demonstrated how useful
matching techniques are for scientometric studies. For example, Mutz et al. (2017) have used
the technique to investigate the effect of assigning the label “very important paper” to papers
published in the journal Angewandte Chemie—International Edition. The authors were inter-
ested in whether this assignment has a causal effect on the citation impact of the papers: Do
these papers receive significantly more citations than comparable papers without this label?
The results show that this is the case. In this study, we build upon these few previous studies
and examine various matching techniques. Using a data set from bibliometrics as an exem-
plary case study, we explain various matching techniques in detail: propensity score-matching
(PSM), inverse probability weighting (IPTW), coarsened-exact-matching (CEM), and entropy
balancing (EB). The current paper can thus be understood as a methods paper explaining a
certain statistic. In our opinion, the scientometric field would profit by applying these tech-
niques more frequently in empirical research.

The example data that we used in this study are from Physical Review E—a journal focusing
on collective phenomena of many-body systems. Editors of the journal denoted some papers
from the journal as milestone papers in 20151. These milestone papers represent the treatment
group in the current study. We are interested in whether this group of papers differs from a
control group of papers in terms of indicators measuring disruptiveness of research. The goal
of our analyses is to test how well the indicators perform: If the indicators adequately identify
disruptive papers, the treatment and control group should differ with regard to the indicators.

1 PRE Milestones (n.d.)
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To compare the treatment group with a control group, four matching techniques are applied
whereby several confounding variables are controlled in the statistical analyses, such as the
number of coauthors of a paper and its number of cited references. The disruption indicators
are recent developments in the field of scientometrics. By using the example data set with
milestone papers from Physical Review E, the current study is a follow-up study of the study
by Bornmann and Tekles (2020), who investigated milestone papers of the journal Physical
Review Letters with the same set of indicators.

In the following sections, the example data set used in this study and the theoretical foun-
dations of matching algorithms are described. Then, the matching results and results of the
balancing and robustness checks are reported in the results section. In the last two sections
of this paper, the matching procedures are finally discussed in the context of their application
for bibliometric studies.

2. DATA SET

For the generation of our data set, we started with a list of milestone papers published in Physical
Review E. For this list, papers that made significant contributions to their field were selected by
the editors of the journal.We assume that papers that made significant contributions to their field
are more likely to be the origin of new lines of research (i.e., to be disruptive) than other papers.
Based on this assumption, wewant to test howwell different indicators for measuring disruptive-
ness perform. To perform well, an indicator should on average differ between milestone and
nonmilestone papers (we use the milestone assignment as a proxy for identifying papers that
made significant contributions to their field). The papers in the list of Physical Review Emilestone
papers were published between 1993 and 2004. As this list was published in 2015, the selection
of milestone papers may be influenced by citation information that was available by then. This
possibility must be borne in mind when interpreting the results of our empirical analyses. To
complete our data set for this study, we added all papers that are not in the list of milestone
papers, but were also published in Physical Review E within the same time span. For all these
papers, we retrieved additional bibliometric information from an in-house database at the Max
Planck Society which is based on theWeb of Science. For our analyses, we restricted the data set
to the document type “article.” This results in a list of 21,164 papers, of which 21 are milestone
papers. Hence, the data set is very unbalanced with regard to the classification as milestone
paper. Such data sets with a large difference in cases between treatment and control group
are rather typical setups for the application of matching techniques. In clinical studies, for
example, only a restricted number of ill or treated patients are available, with a large number of
potential controls. These kinds of data sets are ideal for matching because the techniques make it
possible to select the most appropriate controls out of a large pool of potential controls/donors. As
others have pointed out, the control group should be larger than the treatment group by a factor of
at least three, as this typically increases the common support region (in PSM) and allows finding
multiple controls per treatment case (Olmos & Govindasamy, 2015, p. 86).

As we are interested in the difference between milestone and nonmilestone papers in terms
of the indicators measuring disruptiveness, we used these indicators as outcome variables in
our study. We considered five different indicators to measure the papers’ disruptiveness: DI1,
DI5, DI1n, DI5n, and the inverse DEP. These indicators all follow the same idea to measure
disruptiveness: A focal paper (FP) can be regarded as disruptive if it is cited by many other
papers that do not cite the FP’s cited references. If this is the case, the citing papers depend
on the FP but not its cited references (i.e., one can assume that the FP is the origin of new lines
of research). In contrast, papers citing both the FP and its cited references indicate a
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developmental FP. This idea of measuring disruptiveness has been introduced recently in the
context of patent analysis by Funk and Owen-Smith (2017). Wu, Wang, and Evans (2019) were
the first to apply this concept to scientific publications by introducing the indicator DI1. The
calculation of DI1 for a given FP is based on three terms (see Figure 1): Ni (the number of

papers citing the FP but none of the FP’s cited references), N1
j (the number of papers citing

the FP and at least one of the FP’s cited references) and Nk (the number of papers citing at least
one of the FP’s cited references but not the FP itself ). The formula is based on the idea that Ni

exceeds N1
j if the FP is disruptive. By including Nk, the indicator also considers how strong the

citation impact of the FP is compared to its cited references.

Since the introduction of DI1, several modifications of this indicator have been proposed.
Out of these modified disruption indicators, we considered DI5, DI1n, and DI5n in this study
because they showed good results in existing studies assessing their convergent validity
(Bornmann, Devarakonda et al., 2019, 2020; Bornmann & Tekles 2020). In contrast to DI1,
DI5 (which was first introduced in Bornmann et al., 2019) considers how strong the ties
between the citing and cited side of FPs are: A developmental FP is only indicated by citing
papers that also cite at least five (instead of one) of the FP’s cited references, which is captured

in the term N5
j (see Figure 1). DI1n and DI5n are designed to measure the field-specific disrup-

tiveness of a paper (Bornmann et al., 2020). The definitions of DI1n and DI5n correspond to DI1

and DI5, respectively, but the FP’s cited references are only considered for determining N5
j and

Nk if they have been cited by other papers published in the same journal and the same year as
the FP. All disruption indicators (DI1, DI5, DI1n, and DI5n) in their original form range from −1
to 1, with high (positive) values indicating disruptive papers (high negative values denote con-
tinuity in research). In this study, however, we multiplied the indicators by 100 for the statistical
analyses to avoid small numbers with many decimal places. This transformation has been cho-
sen to improve the presentation of the results.

Independently of the development of DI1, DI5, DI1n, and DI5n, Bu, Waltman, and Huang
(2021) proposed another indicator (DEP) that also follows the idea of considering whether the
citing papers of an FP cite the FP’s cited references or not. Like DI5, DEP takes into account how

Figure 1. Definitions for disruption indexes DI1 and DI5 as well as the dependency indicator (DEP).
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strong the ties between the citing and the cited side of FPs are. More specifically, DEP is defined
as the average number of citation links from a paper citing the FP to the FP’s cited references (see
Figure 1). A high (average) number of such citation links indicates a high dependency of citing
papers on earlier work so that disruptiveness is represented by small values of DEP. In contrast to
DI1, DI5, DI1n, and DI5n, DEP does not include a term for assessing the FP’s citation impact
(relative to the FP’s cited references). This corresponds to a different notion of disruptiveness than
DI1, DI5, DI1n, andDI5n build upon. DI1, DI5, DI1n, and DI5n follow the idea that FPs need to
be relevant for a relatively large set of papers (compared to the FPs’ cited references) in order to
be disruptive. In contrast, the definition of DEP only considers to which extent citing papers
refer to the cited references of FPs. To facilitate the comparison between DEP and DI1, and
DI5, DI1n, and DI5n, we use the inverse DEP in this study, which is calculated by subtracting
the values of DEP from the maximum value plus 1.

Since the introduction of the disruption indicators, some studies on their behavior and their
validity have been published. Bornmann and Tekles (2019) have shown that it may take sev-
eral years until the values of DI1 for a given paper reach a constant level. Therefore, a suffi-
ciently long citation window is necessary to produce meaningful results (Bornmann and Tekles
(2019) suggest a citation window of at least three years). Because the data set of this study only
comprises papers that were published in 2004 or earlier, this requirement is fulfilled in our
statistical analyses. Other studies have shown that only very few papers score high on DI1,
DI5, DI1n, and DI5n, whereas there are usually more papers with high values of the inverse
DEP (Bornmann & Tekles, 2020).

Bornmann et al. (2019) examined the convergent validity of the disruption indicators by
analyzing the relationship between the indicator values and expert-based tags measuring
newness of research. The study by Bornmann and Tekles (2020) used an external criterion
for disruptive research similar to the current study to assess the convergent validity of the dis-
ruption indicators: a list of milestone papers published in the journal Physical Review Letters
which were selected by the editors of the journal. Both of these studies found a considerable
relationship between the disruption indicators and the external criteria for disruptiveness.
However, both studies also found a stronger relationship between the external criteria for
disruptiveness and citation impact. A similar finding was reported by Wei, Zhao et al. (2020).
The findings of these authors reveal that citation impact is a better predictor for Nobel prize-
winning papers than disruptiveness in terms of DI1.

In the current study, we analyze whether milestone papers score higher in terms of the dis-
ruption indicators than the other papers published in the same journal. As the milestone papers
were selected a few years after their publication, the citation impact may have played a role in
the selection process. Therefore, the citation impact is very likely to be a good predictor for
milestone papers. At the same time, the definitions of the disruption indicators also depend on
citation patterns that may be related to citation impact and variables influencing the citation
impact. Thus, citation impact is a confounder for the effect of the milestone variable on the
disruption indicators. To focus on this question, we compare the disruption indicator values of
milestone and nonmilestone papers, which are comparable aside from the milestone assign-
ment, by controlling the following variables in our analyses. These variables may have a con-
siderable effect on citation impact.

The first variable is the number of coauthors. Due to the effects of self-citations and net-
work effects (Valderas, Bentley et al., 2007), this number might have an effect on citations, as
different studies have demonstrated (e.g., Beaver, 2004; Fok & Franses, 2007; Tregenza, 2002;
van Wesel, Wyatt, & ten Haaf, 2014) and thus be a potential confounder. In this study, we use
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the raw variable with values from 1 to 27. One extreme outlier from the control group with
more than 100 coauthors is excluded.

The second control variable is the number of countries involved in a paper, which might
have some effects regarding a national citation bias (Gingras & Khelfaoui, 2018). We transform
this variable into a binary one (one country versus multiple countries) as there are only very
few papers with many countries and it would be difficult to find appropriate matches.

The third variable is the age of each paper in terms of the years since publication. Older
papers have had more time to be cited, which might influence their status (Seglen, 1992) and
also the disruption indicator score (Bornmann & Tekles, 2019). This variable includes integers
ranging from 1 to 12 years since publication.

The fourth control variable is the number of references cited by a paper. Multiple studies
have shown a relation between the number of citations and the number of cited references
(e.g., Ahlgren, Colliander, & Sjögårde, 2018; Fok & Franses, 2007; Peters & van Raan,
1994; Yu & Yu, 2014). Although presumably not as relevant as in regular regression analyses,
we use the log-transformed count of the number of references, as this gives a normally distrib-
uted variable which might be beneficial for the CEM cut-off algorithm.

Only papers with complete information on all relevant variables are retained for the statis-
tical analyses (listwise deletion). Because the citation distributions of the milestone papers and
the nonmilestone papers in our data set are very different, it is not possible to include the cita-
tion impact itself in the matching procedure. By restricting the data set to those papers that
have at least as many citations as the least cited milestone paper, it is nevertheless possible
to control for citation impact to a certain extent. We additionally used this restricted data set
besides the data set including all papers to investigate the robustness of the empirical results.

3. STATISTICAL MATCHING

The general idea behind statistical matching is to simulate an experimental design when only
observational data are available to make (causal) inferences. In an experiment, usually two
groups are compared: treatment and control. The randomized allocation process in the exper-
iment guarantees that both groups are similar, on average, with respect to observed and unob-
served characteristics before the treatment is applied. Matching tries to mimic this process by
balancing known covariates in both groups. The balancing creates a statistical comparison
where treatment and control are similar, at least with respect to measured covariates. If all
relevant confounding factors are accounted for in statistical matching, causal effects can be
estimated. Usually, balancing the observed covariates can help to balance unobserved covar-
iates that are correlated with observed ones; hence, balancing is relevant for reaching high
quality results (Caliendo & Kopeinig, 2008, p. 18). However, this cannot be proven statistically
but must be defended with theoretical arguments. In the following, we present the advantages
and challenges of statistical matching. We summarize various techniques that we empirically
test using the example data set.

3.1. Advantages and Disadvantages of Statistical Matching

Matching techniques have several advantages (compared to other statistics) for bibliometric
analyses:

First, the techniques are conceptually close to the counterfactual framework (Morgan &
Winship, 2015): Causal effects are estimated by generating a counterfactual situation whereby
cases are observed with the nonfactual status (that is, treatment and control are swapped). In
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reality, however, this status does not exist. A case can only either have a treatment status or a
control status. Matching approaches nevertheless follow this concept by comparing treated
and untreated observations that are comparable with regard to the control variables consid-
ered. The idea behind the matching approach is that a treated (untreated) observation would, if
it were untreated (treated), behave similarly to an actually untreated (treated) observation with
comparable values for the control variables. This means for the empirical example of this study
that a milestone paper would behave like a regular paper with similar values for certain control
variables (number of coauthors, number of cited references, etc.). The only reason why the two
papers behave differently is that one is a milestone paper and the other is not.

Second, the functional form of the relationship between treatment and outcome can be
ignored. Although other methods such as linear regressions assume a strictly linear relationship
and violations of this assumption can lead to severe biases in the results, matching is agnostic
about this relation and reduces the number of specifications that the researcher has to check.
This advantage is of special relevance for bibliometrics, as bibliometric data are usually con-
cerned with skewed distributions.

Third, statistical matching allows the user to inspect the quality of the matching, which is an
integral aspect of the validity of the estimated effects. Regressionmodels can be considered to be
rather opaque, as only regression coefficients are computed. Although the coefficients report
the overall effect of a variable under the control of all other independent variables in the
model, we are not informed about the validity of the findings. The computed coefficients might
be based on highly dissimilar groups, which would invalidate the findings. With matching, the
degree of similarity between treatment and control can be assessed after the procedure is per-
formed. It can be examined whether the matching produced highly similar comparison groups
or not. If this assumption is violated in matching, the researcher knows that the results must be
regarded with uttermost caution (the results probably cannot reveal any unbiased effects). For
example, suppose that in a regression model a severe imbalance between treatment and con-
trol exists and, even after adjustment, a milestone paper has 10 authors on average and a reg-
ular paper only has two. The computed coefficient would be biased because this confounding
factor could not be adjusted for. This is invisible to the user, however, who only sees the final
coefficient and does not see how the groups were adjusted. Matching designs make these
aspects transparent.

Fourth, in comparison to linear regressions that only report a single coefficient, matching
allows the computation of multiple estimators with distinct meaning. Average treatment effects
(ATEs) correspond to the regression coefficients (betas). ATEs can be interpreted as follows:
Suppose a case is randomly selected for treatment. The effect is estimated as the counterfactual
effect in comparison to the outcome that would have occurred if the case had been selected
for the control group. In other words, the ATE is the effect for the “average” case in the sample.
ATEs can be decomposed into ATT (average treatment effect on the treated) and ATC (average
treatment effect on the control). ATT is the effect of treatment on those cases that actually
received it, and ATC is the counterfactual effect of a case if it would have been treated. Hence,
ATE is computed as the weighted mean of ATT and ATC. Depending on the research question,
analyzing ATT, ATC, and their difference might be of special interest.

Like all other statistics, matching techniques have several disadvantages that should also be
taken into account. The disadvantages are basically the counterparts to the advantages. As
neither functional forms nor the separate contribution of control variables can be inspected,
these techniques cannot replace regular regression designs. The techniques can be especially
used for estimating treatment effects when the concrete functional form between treatment and
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outcome is irrelevant. Whenever a treatment is binary, this aspect can be ignored, as there is
no functional form to be estimated. For other research questions dealing with continuous treat-
ment variables, regression designs might be the better choice. In addition, regression tech-
niques allow for the inspection of effects of multiple independent variables simultaneously,
that is, under control of all other independent variables. This makes it possible to estimate
how the independent variables jointly affect the outcome. In contrast, matching techniques
only quantify the effect of the single treatment variable. All other control variables in the model
are not further explained or quantified; coefficients are not computed for them. Furthermore,
the functional form between treatment and outcome can be estimated using regression
models. This functional form can be, for example, linear, quadratic, or exponential, depending
on certain assumptions. The selection of the functional form is not possible for matching algo-
rithms; they only compute single treatment effects. However, the functional form is often irrel-
evant in experimental designs, which matching algorithms attempt to mimic.

3.2. Matching for Causal Inference

Establishing causal relationships is one of the most important yet also most difficult aspects in
data analysis, especially for policy-making and evaluation. Matching is a method that facili-
tates causal inference and especially causality according to Rubin (1974). In our case study,
however, we are not interested in the analysis of a (potentially causal) effect of the milestone
assignment on disruptiveness. Our goal is to test whether disruption indicators work as they are
supposed to work. If this is the case, milestone assignments (a proxy for disruptiveness) should
be associated with disruption indicator values. Therefore, matching approaches are a reason-
able choice in this situation, because they allow us to control for the possible confounders
mentioned in Section 2. By controlling confounders, associations between milestone assign-
ments and disruption indicator values would not be due to confounding of control variables.
Using matching approaches also allows us to assess matching quality. This is important in our
case given the large control group (see also the advantages of matching approaches mentioned
in Section 3.1).

With regard to using matching approaches for causal inference, we encourage the reader to
have a look at the steadily growing body of literature and especially consult the works of
Imbens and Rubin (2015), Morgan and Winship (2015), Pearl (2009), and Pearl, Glymour,
and Jewell (2016). The authors target the social sciences and provide detailed examples. A
nontechnical introduction for laypersons is given by Pearl and Mackenzie (2019). Whether
or not the results of matching can be interpreted as causal effects depends on whether
researchers are able to establish thoroughly that all assumptions for causal inference are
indeed fulfilled. This can be achieved by theoretical and careful argumentation: No statistical
test can derive whether or not a result is a causal effect. When researchers are not able to argue
convincingly that all requirements are met, they should highlight the associational character of
the findings. They cannot rule out hidden variable bias (for example).

3.3. An Overview of Various Matching Algorithms

After explaining the advantages and disadvantages of matching techniques in general, we
present in the following an overview of various matching algorithms and explain their
approaches to generate a balanced sample. Depending on the research questions, data sets,
and designs of a certain bibliometric study, one of the matching algorithms might yield the
most robust results. In this study, we apply four algorithms to the example data set; however,
this is usually not feasible in a typical bibliometric paper. Our suggestion is therefore to

Quantitative Science Studies 1253

Applied usage and performance of statistical matching in bibliometrics

D
ow

nloaded from
 http://direct.m

it.edu/qss/article-pdf/2/4/1246/2007908/qss_a_00158.pdf by guest on 07 Septem
ber 2023



compare at least a few algorithms with quite different statistical approaches (for example, CEM
and EB) and inspect the quality of the findings. The selection of the algorithm should then be
based on the most stable findings.

3.3.1. Propensity score matching (PSM)

To model the selection into treatment, a logistic (alternatively probit) model is used where the
binary treatment status is the dependent variable and all potential confounders are indepen-
dent variables. The model computes the individual probability for each case to be selected for
treatment as a number between 0 and 1 (Rosenbaum & Rubin, 1983). Because the potential
confounders are relevant for the score, a case with a high individual propensity score has a
high probability of being selected for treatment, even if the factual status is the control condi-
tion. Before matching, the region of common support for both treatment and control group
should be reviewed: the computed propensity scores are compared between the groups. Only
those cases are retained that have a value that is also available in the other group. For exam-
ple, when the propensity score ranges from 5 to 60 in the control group and from 10 to 75 in
the treatment group, the region of common support is from 10 to 60. There are no clear guide-
lines in the literature about whether imposing this restriction is always necessary, as it usually
leads to a reduction of available cases. Modern implementations, in particular, of PSM, such as
kernel-matching, usually do not benefit much from this restriction. In the analyses of this study
we impose the common support restriction. After computing and restricting the propensity
scores, cases are matched on it. For each case in the treatment group, one or multiple cases
from the control group are selected, which should have an identical or very similar score.

Nearest-neighbor matching selects up to n neighbors for each treated case (Caliendo &
Kopeinig, 2008). It is probably the most popular derivation of the general matching idea, as
the assumptions are easy to comprehend, and it is implemented in many statistical software
packages. By introducing a caliper (the maximum distance of two neighbors with respect to
the propensity score), results can be improved as bad matches are avoided. By setting the cal-
iper the user can adjust the balance between finding many matches and finding especially
close matches. The mean differences in the outcome variable between matched cases can
be compared to estimate the unbiased effect of the treatment. A similar propensity score guar-
antees that, on average, the cases are similar with regard to all control variables. More recent
implementations rely on kernel instead of nearest-neighbor matching. Here, instead of select-
ing n neighbors, every single case is used but weighted by the degree of similarity (Bittmann,
2019). The closer the propensity score of a neighbor, the larger the weight. Although the intro-
duction of kernel weighting usually improves the performance, reported case numbers can be
deceptively large when many cases receive a weight close to zero (and contribute basically
nothing to the estimation). Let us explain the technique based on our example data set. Instead
of finding some similar control papers for a milestone paper which should be the nearest
neighbors with respect to the propensity score, every single control paper is utilized as a neigh-
bor. Then, only those control papers with a similar propensity score receive a high weighting,
and other control papers with a highly different propensity score are discounted and receive a
lower weighting. A very early implementation of the PSM approach is described in Rosenbaum
and Rubin (1985). Further basic information on the approach can be found in Abadie and
Imbens (2016), Heinrich, Maffioli, and Vazquez (2010), and Morgan and Winship (2015). If
subgroup analyses are of interest in a study, these should be matched separately.

For the practical application of the technique, various software programs are available such
as SPSS (Thoemmes, 2012), Stata (Jann, 2017a), and R (Randolph, Falbe et al., 2014; Olmos &
Govindasamy, 2015). Although nowadays PSM is probably the most popular among the
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matching algorithms, some researchers argue that it might lead to an increased imbalance
between groups (King & Nielsen, 2019) and might be inefficient (Frölich, 2007). Others coun-
ter that these downsides are only valid for rather crude PSM variants (one-to-one matching
without replacement) and more recent implementations such as kernel matching do not dis-
play these problems (Jann, 2017b). In any case, due to its overall popularity and widespread
use, we include PSM in this study and compare its performance with other algorithms. A fur-
ther option to consider is the usage of regression adjustment, that is using the computed pro-
pensity score as a further control variable or stratifying the analyses based on propensity score
levels (D’Agostino Jr., 1998).

3.3.2. Inverse probability weighting (IPTW)

Similar to PSM, IPTW relies on the propensity scores, which are calculated as described
above; the same rules hold for selecting a region of common support. Each case receives a
weight which is the inverse of the probability of receiving the factual status (Horvitz &
Thompson, 1952). For example, case ni in the treatment group receives the weight wi =
1/pi (Treatment), whereby pi(Treatment) is the individual propensity score of this case. Cases
in the control group receive the weighting wi = 1/[1 − pi(Treatment)]. That means that a case
with a low probability of treatment in the treatment group receives a high weighting because it
is similar to the untreated cases and enables a comparison. Cases with a high probability of
treatment in the treatment group are weighted down, as there are many similar cases available
with the same status. The calculation of the effect is then the weighted difference of means
between the two groups. More information on the technique can be found in Austin and Stuart
(2015) and Halpern (2014).

3.3.3. Coarsened exact matching (CEM)

Instead of relying on a propensity score, CEM attempts to find perfect matches. A perfect match
occurs when there is a case available with a different treatment status but otherwise exactly the
same characteristics (e.g., the same number of coauthors). Because the “curse of dimension-
ality” usually prevents the finding of perfect matches when the number of control variables is
large, coarsening is used as a potential remedy (Iacus, King, & Porro, 2012). For example, a
continuous variable with a large number of distinct values is coarsened into a prespecified
number of categories, such as quintiles. Matching is then performed based on quintile categories
and the original information is retained. After matching based on the coarsened variables, the
final effects are calculated as differences in the outcome variable between group means using
the original and unchanged dependent variable.

The finer the degree of coarsening, the lower the number of potential matches. It is up to the
user of CEM to test different coarsening rules and to find a balance between large numbers of
matches and high levels of detail and matching precision. For creating and selecting catego-
ries, multiple rules and algorithms are available. Suppose, for example, a user matches treat-
ment and control papers based on their citation counts. As citation counts is a continuous
variable, it might be impossible to find a perfect match for a paper with a specific number
of citations, because no other paper in the control group has exactly this number. However,
another paper is available having just one citation more. Through coarsening based on quin-
tiles, both papers end up in the same quintile (a group of papers within a certain range of
citation counts). The treatment paper with the specific number of citations has a match,
therefore—albeit not a perfect match.

By coarsening, the aforementioned “curse of dimensionality” can be greatly ameliorated
when many independent variables are included in a model. In our example data set, the

Quantitative Science Studies 1255

Applied usage and performance of statistical matching in bibliometrics

D
ow

nloaded from
 http://direct.m

it.edu/qss/article-pdf/2/4/1246/2007908/qss_a_00158.pdf by guest on 07 Septem
ber 2023



binary variable “number of countries” is matched perfectly (because there are only two cate-
gories available and further coarsening is impossible). For more information on how to apply
CEM, including practical examples, see Guarcello, Levine et al. (2017), Schurer, Alspach et al.
(2016), and Stevens, King, and Shibuya (2010).

3.3.4. Entropy balancing (EB)

In contrast to PSM, IPTW, and CEM, EB turns around the matching process. Instead of selecting
similar cases and testing for balance afterwards, EB forces balancing with respect to
prespecified conditions and generates matches according to the constraints by reweighting
cases (Hainmueller, 2012). As this technique is highly flexible, the user can select various
statistical moments that must be matched. These moments are usually means (first moment)
and variances (second moment) of the independent variables. EB can be generalized to higher
moments as well and some statistical packages allow matching of the skewness or even
covariances.

After selecting the constraints, a loss function is used to meet the constraints. Each case
receives a weight that is applied when group differences are computed. Constraints might
not be met due to small sample sizes, a large number of constraints (matching multiple
moments and covariances), or a strong imbalance between treatment and control group. If
the constraints are not met, the algorithm does not converge and cannot yield an estimation.
As a possible solution, the user can reduce the number of constraints. If the algorithm con-
verges, the specified moments are basically guaranteed to be equal. The balancing should
be close to an ideal state. A failure of balancing here might be a good indication for the user
that other matching methods also provide suboptimal results. Further information on EB is
available in Abadie, Diamond, and Hainmueller (2010), Amusa, Zewotir, and North (2019),
and Zhao and Percival (2016).

3.4. Software

All the results presented in the following are computed using Stata 16.1 and the user-written
software package kmatch (Jann, 2017a), which implements all of the matching algorithms
described above. In the supplemental material, we also provide results computed using R as
an additional robustness check (and to demonstrate that R can be equally used for matching
as Stata). For the R analyses, we used the R packages MatchIt (Ho, Imai et al., 2011), ebal
(Hainmueller, 2014), and boot (Canty & Ripley, 2021).

4. RESULTS

4.1. Descriptive Statistics

Table 1 presents basic descriptive statistics for the milestone and regular papers included in
this study. Although the asymmetry regarding the number of milestone papers to regular papers
is extreme, the distribution of the control variables is very similar. For example, the number of
coauthors involved and the number of cited references is comparable and not statistically sig-
nificantly different between milestone and regular papers. Only the time since publication is
statistically significantly different between both groups. In contrast to most of the control var-
iables, most outcome variables display statistically significant differences between regular and
milestone papers.

Figure 3 presents distributions of the outcome variables graphically using histograms. The
histograms show that most of the values for DI1, DI5, DI1n, and DI5n lie in a small range
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around 0. There are only a few papers with relatively large or small values for these indicators.
In contrast, the distribution for the inverse DEP indicator is less concentrated, even though
most papers have values greater than 20. These results are in accord with the results of other
empirical analyses concerned with disruption indicators (Bornmann & Tekles, 2020).

In addition, we use kernel-density plots to visualize how the citation counts differ between
regular and milestone papers (see Figure 2).

The results in the figure reveal that milestone papers are cited more frequently than regular
papers. Because we cannot include citation counts as a further control variable (see above),
we run robustness checks where we remove all regular papers that have logarithmized citation

Table 1. Descriptive statistics for the entire sample

Minimum Maximum Mean Standard deviation Median
Milestone papers (N = 21)

Multiple countries involved 0.000 1.000 0.381 0.498 0.000

Number of coauthors 1.000 6.000 2.905 1.480 3.000

Years since publication (2005) 1.000 12.000 7.048* 3.263 7.000

Logarithmized number of cited references 2.565 4.331 3.516** 0.486 3.497

DI1 (DV) −10.306 27.217 0.953 9.888 −2.826

DI5 (DV) −0.663 32.702 7.333*** 11.291 1.893

DI1n (DV) −0.072 0.085 −0.023*** 0.037 −0.030

DI5n (DV) −0.028 0.125 0.015*** 0.038 −0.001

DEP (inverse) (DV) 28.176 30.742 29.779** 0.815 29.962

Regular papers (N = 21,143)

Multiple countries involved 0.000 1.000 0.468 0.499 0.000

Number of coauthors 1.000 27.000 2.815 1.644 2.000

Years since publication (2005) 1.000 12.000 5.593 3.215 5.000

Logarithmized number of cited references 0.000 5.094 3.217 0.506 3.219

DI1 (DV) −64.516 91.566 −0.636 2.676 −0.313

DI5 (DV) −15.385 93.902 0.453 2.884 0.000

DI1n (DV) −0.115 0.102 −0.001 0.003 −0.001

DI5n (DV) −0.024 0.215 −0.000 0.002 −0.000

DEP (inverse) (DV) 1.000 31.000 28.325 2.127 28.765

Notes. Asterisks in column “Mean” indicate whether group differences between regular and milestone papers are statistically significant (based on t-tests).

*p < .05, **p < .01, ***p < .001

Variables that are used as dependent variables in this study are marked DV.
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counts below the lowest value of a milestone paper (5.69), which we indicate in the figure
using a vertical bar2.

4.2. Balancing and Number of Cases Used

Before we discuss the treatment effect estimates of the variousmatching techniques based on the
example data set in the following sections, we inspect the balancing, as this is relevant for judg-
ing the quality of the findings. All matching algorithms make it possible to inspect how well the
observed covariates are balanced between treatment and control group. This is done by apply-
ing the computed weight to each case and recalculating the summary statistics of all indepen-
dent variables. Balancing all control variables is a relevant aspect to obtain valid results. Even
with balanced covariates, however, unmeasured variables might still be unbalanced and affect
the validity of the estimation. When the balance of other influences (variables) is not approxi-
mated, a “fair” comparison between the groups is not possible as pretreatment differences are
not completely accounted for. For a convenient interpretation of the balancing results, we create
a single figure including all relevant information. We check the balancing for means, variances,
and skewness. The means are the most relevant outcomes, as they are the first moment and
determine the general shape of a distribution. The results are depicted in Figure 4.

The covariates are enumerated from 1 to 4 (1 = number of countries, 2 = number of coau-
thors, 3 = number of cited references, 4 = number of years since publication). “Means” reports
the standardized difference between milestone and regular papers. When we look at the
results for the PSM algorithm, we notice that differences regarding the means are quite large

2 Our initial analyses have shown that none of the matching algorithms is able to find an acceptable number
of matches when this variable is included as independent variable. Therefore, we decided to use this
approach.

Figure 2. Comparison of regular and milestone papers with respect to logarithmized citation counts. The lower limit of milestone papers is
indicated by the vertical bar.
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and can go up to 0.3. A perfect result would be close to zero. For the variances, the deviations
are smaller for most variables (a result of 1 would be ideal because we look at the ratios for this
variable). For the third moment, the skewness, a few differences are large. We conclude that
even after running the PSM models, some differences between the treatment and control
groups remain. Perfect comparability with respect to all independent variables in the models
cannot be guaranteed.

4.3. Results of the Matching Techniques

The actual matching outcomes of the four techniques are presented in Table 2. The table
reports the average treatment effect (ATE) to measure the overall effect of treatment. Standard
errors are computed analytically using influence functions (Jann, 2019). To test robustness,
95% confidence intervals are provided for the ATEs using bias-corrected bootstrapping with
2,000 resamples (Bittmann, 2021; Efron & Tibshirani, 1994). Because analytical standard
errors can be too conservative for matching, we can test whether the conclusions are the same
for both forms of computation (analytical and bootstrap standard errors) (Austin & Cafri, 2020;
Hill, 2008; Jann, 2019). With ATEs, it is usually not possible to compute pure causal effects
when only observational data are at hand and not all potential confounders are available.
Therefore, the findings below can only be interpreted as rather associational than causal. To
enable a comparison with the popular regression-based approaches, we also provide estimates
for the treatment effects using ordinary least squares regression models in the supplemental
material (Table S1).

Table 2 also reports the number of cases used in the statistical analysis. We notice that only
CEM actually prunesmany cases with a badmatch (lower number of cases used). This is the only
technique actually discounting controls, which are quite dissimilar with respect to the charac-
teristics of their independent variables. All other techniques rely on some form of weighting and
bad matches receive a very low weight. This means—as Table 2 reveals—that the estimated

Figure 3. Distributions of all dependent variables.

Quantitative Science Studies 1259

Applied usage and performance of statistical matching in bibliometrics

D
ow

nloaded from
 http://direct.m

it.edu/qss/article-pdf/2/4/1246/2007908/qss_a_00158.pdf by guest on 07 Septem
ber 2023



relationship between the milestone assignments and the indicator values is only based on very
few papers with particular characteristics.

For the robustness check of our results (see Table 3), we compute the same models (includ-
ing all matching techniques) but exclude all cases from the control group with rather low cita-
tion counts to enable a fair comparison (see above). This selection process drastically reduces
the case numbers.

4.3.1. Propensity score-matching (PSM)

We utilize a logistic model to compute the propensity score and kernel-matching to estimate
ATEs. We restrict the region of common support and give a graphical representation of this
process in the supplemental material (see Figure S1). This procedure is identical for PSM
and IPTW. A review of the most popular software packages in Stata and R reveals that restrict-
ing the common support when applying kernel matching is not used as default and should
only be imposed by the researcher if necessary.

The results in Table 2 show that PSM loses some cases due to restricting the common sup-
port region. The results reveal that five indicators have a statistically significant result when
regular standard errors are computed: DI5, D15n, DI1n, the inverse DEP, and the logarith-
mized number of citations. The negative ATE of DI1n is an unexpected result, but probably
not substantial. The bootstrap confidence interval (CI) does not agree, as zero is included in
the interval. We cannot conclude, therefore, that a true relation is present. For the other sta-
tistically significantly independent variables the results of both CIs agree. According to the
PSM technique, these three indicators should be rather robust. To test the stability of these
findings, one option is to compute Rosenbaum bounds as a sensitivity analysis (Rosenbaum,
2002). The basic principle is to simulate the effect of unobserved variables on the selection
into treatment and how this affects the results. If even a small additional effect of potential
unobserved factors invalidates the findings (by changing p-values drastically), the results are
probably not stable. We provide an exemplary analysis for the outcome variable DI1n in the
supplemental material, see Table S2. When Gamma is 1, the p-value approximates the p-value
of the average treatment effect from PSM as no unobserved influence is specified. The critical
value of 0.05 is reached with a Gamma of 1.7: a change of 0.7 in odds in treatment assignment
produces a statistically different result than the observed one. The larger the critical Gamma,
the more robust the findings are with respect to unobserved influences that affect the treatment
status (DiPrete and Gangl, 2004). As the value of 1.7 is not close to 1, we assume that the

Figure 4. Inspecting balancing with respect to all independent variables between regular and milestone papers. The IVs are enumerated from
1 to 4 (1 = number of countries, 2 = number of coauthors, 3 = number of cited references, 4 = number of years since publication).
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results are stable with respect to unobserved influences, even when the bootstrap CI is
inconclusive.

The robustness check of the results (see Table 3) shows that only the citation count keeps its
statistically significant result and DI5n is very close. Based on the results in Table 2 and their
robustness checks in Table 3, we conclude that there are at most two disruption indicators with
statistically significant results using the PSM technique. It should be considered in the inter-
pretation of the results, however, that the balancing is not optimal.

Table 2. Matching results

PSM IPTW CEM EB
DI1

ATE 1.5786 1.4077 3.0627 1.9628

SE (2.3082) (1.9411) (2.9518) (2.1160)

95% analytical-CI [−2.945; 6.102] [−2.397; 5.212] [−2.723; 8.848] [−2.185; 6.110]

95% bootstrap-CI [−2.787; 7.160] [−2.762; 5.697] [−0.861; 7.346] −

DI5

ATE 7.5612** 7.0657** 7.9726* 6.8608*

SE (2.8426) (2.5656) (3.2481) (3.2695)

95% analytical-CI [1.989; 13.132] [2.036; 12.094] [1.606; 14.339] [0.452; 13.269]

95% bootstrap-CI [2.465; 14.362] [2.585; 12.734] [3.570; 13.159] –

DI1n

ATE −0.0198** −0.0197** −0.0148 −0.0159*

SE (0.0070) (0.0065) (0.0119) (0.0069)

95% analytical-CI [−0.033; −0.006] [−0.032; −0.0069] [−0.038; 0.009] [−0.029; −0.002]

95% bootstrap-CI [−0.033; 0.002] [−0.0328; −0.0058] [−0.030; 0.003] –

DI5n

ATE 0.0148* 0.0144* 0.0209 0.0135

SE (0.0068) (0.0068) (0.0123) (0.0077)

95% analytical-CI [0.001; 0.028] [0.001; 0.027] [−0.003; 0.045] [−0.001; 0.029]

95% bootstrap-CI [0.002; 0.035] [0.003; 0.030] [0.006; 0.038] –

DEP (inverse)

ATE 1.7955*** 1.7756*** 1.7352*** 1.6957***

SE (0.1614) (0.1509) (0.2127) (0.1987)

95% analytical-CI [1.479; 2.111] [1.479; 2.071] [1.318; 2.152] [1.306; 2.085]

95% bootstrap-CI [1.315; 2.098] [1.385; 2.204] [1.437; 2.111] –
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4.3.2. Inverse probability weighting (IPTW)

With respect to the main findings in Table 2, we see that DI5, DI1n, DI5n, the inverse DEP, and
citation counts display statistically significant coefficients. The table also shows a stable neg-
ative association for DI1n which is against our expectations. This means that milestone papers
have a lower DI1n than the papers in the control group (on average). When we take a look at
the robustness checks in Table 3, this significance vanishes and only the findings of DI5 and
citation counts remain stable.

The quality of the balancing indicates that the deviations for IPTW are the second largest
after those for PSM. This result concerns the means but also the other moments. The balancing
does not seem to be optimal even after the matching was performed. Thus, it appears that the
IPTW results are not trustworthy.

4.3.3. Coarsened-exact-matching (CEM)

For control variables that are considered to be continuous, Doane’s algorithm (1976) is
selected to create categories. This formula does not simply generate equally spaced bins,
but classifies cases into categories based on the distribution of the variable. Many other algo-
rithms besides Doane’s algorithm exist for this purpose. As no general standard has emerged
hitherto, it is up to the user to try to compare various options for optimal results. We test
different operationalizations and decide in favor of Doanes’s formula because the balancing
of means and variances gives the best results.

The results in Table 2 show that DI5, the inverse DEP, and citation counts are statistically
significant. For these variables, regular and bootstrap CIs agree, highlighting the stability of the
results. The inspection of the robustness checks (see Table 3) reveals that DI5 is no longer
statistically significant, DI5n becomes statistically significant, and citation counts remain sta-
tistically significant. Due to the very low number of cases used in the robustness checks (only
nine in total), it is not feasible to compute bootstrap CIs. The regular results for the CEM are
stable and robust; the robustness check might be neglected as the case number is very low.

The balancing in Figure 4 indicates that the deviations from the optimal results are very
small for CEM. Treatment and control groups are very similar regarding the independent

Table 2. (continued )

PSM IPTW CEM EB
Logarithmized citation counts

ATE 3.7225*** 3.6804*** 3.7807*** 3.6061***

SE (0.1502) (0.1276) (0.1289) (0.1339)

95% analytical-CI [3.427; 4.016] [3.430; 3.930] [3.528; 4.033] [3.345; 3.868]

95% bootstrap-CI [3.464; 4.017] [3.443; 3.952] [3.537; 3.958] –

N match (treated) 21 21 21 21

N match (control) 16,947 17,465 990 21,143

Notes. CI = Confidence interval, ATE = Average treatment effect, SE = Standard error, PSM = Propensity score matching, CEM = Coarsened exact matching, EB =
Entropy balancing, IPTW = Inverse probability weighting. The outcome variables are the various disruption indicators (and citation counts), which can be found
in the column on the left side.

*p < .05, **p < .01, ***p < .001
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variables after the matching was performed. These results indicate the high quality of the
matching process.

4.3.4. Entropy balancing (EB)

In our example data set, we select only the first moment (arithmetic means) as constraint as the
model does not converge when we include higher moments as well. We assume that this is
due to the very low number of milestone papers.

Table 3. Matching results (restricted sample)

PSM IPTW CEM EB
DI1

ATE 3.5996 3.6531 4.2745 3.8060

SE (2.3975) (1.9176) (6.1216) (2.0458)

95% analytical-CI [−1.135; 8.334] [−0.133; 7.440] [−7.815; 16.364] [−0.234; 7.846]

95% bootstrap-CI [−0.233; 9.488] [0.118; 8.391] – –

DI5

ATE 4.2480 4.6297* 7.3048 4.5821

SE (2.4183) (2.1567) (6.3376) (2.3608)

95% analytical-CI [−0.527; 9.023] [0.370; 8.888] [−5.211; 19.821] [−0.080; 9.244]

95% bootstrap-CI [−0.095; 10.357] [0.880; 9.915] – –

DI1n

ATE −0.0042 −0.0041 0.0222 −0.0018

SE (0.0086) (0.0073) (0.0253) (0.0076)

95% analytical-CI [−0.021; 0.012] [−0.018; 0.010] [−0.0278; 0.072] [−0.0169; 0.013]

95% bootstrap-CI [−0.020; 0.017] [−0.0179; 0.0136] – –

DI5n

ATE 0.0139 0.0139 0.0526** 0.0127

SE (0.0082) (0.0072) (0.0191) (0.0078)

95% analytical-CI [−0.002; 0.030] [−0.001; 0.028] [0.015; 0.090] [−0.003; 0.028]

95% bootstrap-CI [−0.001; 0.040] [0.001; 0.032] – –

DEP (inverse)

ATE 0.3430 0.3653 0.5410 0.4506*

SE (0.1807) (0.1871) (0.3963) (0.1791)

95% analytical-CI [−0.013; 0.699] [−0.004; 0.734] [−0.242; 1.324] [0.097; 0.804]

95% bootstrap-CI [−0.2124; 0.689] [−0.034; 0.704] – –
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Table 2 indicates that the results for DI5, DI1n, the inverse DEP and citation counts are
statistically significant. The negative association of DI1n is against the expectation. As the
ATE is small and weak, it is probably not a robust finding. The coefficients for the inverse
DEP and citation counts are large. The robustness checks in Table 3 show that only the inverse
DEP and citation counts keep their statistical significances. The inspection of the balancing in
Figure 4 reveals that deviations regarding the means are extremely small. This can be expected
because the first moment can be matched very well. The figure also shows that the deviations
for the variances and skewness are larger and worse than for CEM.

When we compare the results of EB with the results of CEM, we can conclude the follow-
ing: Although the means are matched perfectly, the larger deviations with respect to variances
and skewness speak for CEM. The balancing is better overall with CEM. Potential biases are
probably smaller using CEM (i.e., the resulting conclusions are stronger using this algorithm).

5. DISCUSSION

In this paper, we demonstrate how statistical matching techniques can be utilized as an addi-
tion or alternative to other methods, such as linear regressions. In contrast to these other
methods, matching techniques are not only closer to the counterfactual framework but can
sometimes be more adequate for analyses where the effect (or association in a noncausal
framework) of exactly one (binary) treatment variable is of interest. Due to the different statis-
tical approach, researchers not only estimate the desired statistic (in most cases the ATE) but
are also able to study in detail how well treatment and control are matched after the procedure
is performed. In contrast to linear regressions, where this aspect is opaque, researchers are able
to conclude how well the matching was performed for the control variables specified and
whether any larger bias is to be expected. By doing so, the quality of the results can be tested
which is clearly highly relevant for scientific progress (in scientometrics). It is another advan-
tage of statistical matching that the functional form between treatment and outcome can be
ignored. We demonstrate in this study how matching can be applied in a practical example.
We utilize bibliometric data to test which disruption indicator performs best. Several control
variables are included to account for spurious correlations.

Table 3. (continued )

PSM IPTW CEM EB
Logarithmized citation counts

ATE 0.5472*** 0.5410*** 0.7542* 0.4887***

SE (0.1344) (0.1262) (0.3694) (0.1256)

95% analytical-CI [0.2817; 0.812] [0.291; 0.790] [0.025; 1.484] [0.241; 0.737]

95% bootstrap-CI [0.256; 0.841] [0.296; 0.825] – –

N match (treated) 20 21 4 21

N match (control) 131 133 5 140

Notes. CI = Confidence interval, ATE = Average treatment effect, SE = Standard error, PSM = Propensity score matching, CEM = Coarsened exact matching, EB =
Entropy balancing, IPTW = Inverse probability weighting. Some confidence bands could not be calculated due to technical reasons. All regular papers with
logarithmized citation counts below 5.69 are excluded. The outcome variables are the various disruption indicators (and citation counts), which can be found in
the column on the left side.

*p < .05, **p < .01, ***p < .001
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In this study, we use an example data set based on Physical Review E papers to demonstrate
several matching techniques: PSM, IPTW, CEM, and EB. PSM and IPTW rely on the compu-
tation of the propensity score. This score is based on the control variables and predicts the
propensity to be in the treatment group. CEM and EB have different requirements than PSM
and IPTW. CEM implements an exact matching on broader categories. Depending on how the
cut-off points for these categories are chosen, researchers are able to find a balance between
precision and the number of cases left for analysis. EB attempts to force the balancing of covar-
iates in advance. The balancing can fail to converge, however, if the number of cases is small
and a good balancing solution is not feasible. If this happens, researchers can try to relax the
balancing assumptions and can match only means and not variances.

In the empirical case study, we test with the matching techniques whether milestone
papers differ from nonmilestone papers with regard to the various disruption indicators. Our
results show that DI5, the inverse DEP and logarithmized citation counts have the strongest
and robust results whereas outcomes for the other indicators are rather mixed. This suggests
that these indicators perform best with regard to measuring the disruptiveness of papers. The
found strong association for the number of citations is in line with the results from other studies
(Bornmann et al., 2019; Bornmann & Tekles, 2020). These results show that citation impact
should ideally be controlled in the matching process to assess whether milestone and
nonmilestone papers differ with regard to the disruption indicators. In this study, this is not
possible, as the citation distributions of themilestone and nonmilestone papers are very different
in our data set.

Because citation counts themselves can not be included as control variable in the matching
approaches, we performed robustness checks by restricting the papers to those with citation
counts at least as high as the citation counts for the least cited milestone paper. This procedure
makes it possible to control for citation impact to a certain degree. Among the disruption
indicators, DI5 seems to perform best. This accords with existing studies that also find prom-
ising results for DI5 (Bornmann et al., 2019; Bornmann & Tekles, 2020). In contrast to the
existing studies, however, we also find promising results for the inverse DEP. The fact that
DI5 and the inverse DEP perform best in our analyses may suggest that indicators measuring
disruptiveness should take into account how strong the relationships between a citing paper
and the cited references of a focal paper are, instead of only considering whether there is a
citation link or not. Although DI5 and the inverse DEP both follow this idea, the approach to
measure the field-specific disruptiveness of a paper (DI1n and DI5n) does not seem to be
useful.

In this paper, we report results computed in R (in addition to Stata results) using the pack-
ages MatchIt (Ho et al., 2011), ebal (Hainmueller, 2014), and boot (Canty & Ripley, 2021); see
supplemental material Table S3. The additional results reveal that the two software packages
come to comparable results. The results underline that the implementations of matching tech-
niques are equivalent and do not influence the conclusions.

In the application of the matching techniques in the empirical analyses, one is usually inter-
ested in which algorithm works best with the data. In this study, CEM and EB have the most
robust and stable findings overall as well as the smallest deviations when looking at the bal-
ancing scores (see Figure 4). Here, deviations for the mean are small for both CEM and EB,
which is the most relevant aspect when analyzing balancing statistics. Strong balance for
derived statistics such as the variance and the skewness is also preferable but less relevant than
balanced means. As both algorithms do rather well for all three measures (small deviations
from a perfectly balanced sample after matching), we conclude that these two should be
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utilized as they minimize bias. In other words, both algorithms produce the best and most
valid findings for our data set. PSM and IPTW display larger deviations regarding the matching
of means for most variables. Even after the matching is performed, the difference of covariates
between treatment and control group is comparably large. This can lead to biased and wrong
conclusions. The propensity score might play a role in this context as this aspect is common to
both. It is an advantage of matching techniques that we are able to test balancing and make
this crucial aspect of the analyses visible (i.e., we can judge the final quality of the findings).
This is not possible with many other techniques, such as linear regressions.

Previous studies compare the results of at least two techniques (Ginther & Heggeness,
2020) or combine different matching techniques (Farys & Wolbring, 2017). We would like
to encourage researchers to follow these examples and we suggest applying more than one
algorithm and comparing results. Modern software packages make it convenient to compute
various algorithms. Researchers strengthen the robustness of their results by doing so. Another
option is to combine regression models with propensity score matching, which is referred to
as a “double robust estimator” (Funk et al., 2011).

An important research gap that should be tackled in future studies is to compare algorithms
systematically and to investigate how they perform with different scientometric data sets (e.g.,
with respect to the size of the treatment and control groups, total number of cases, and the
number and kind of control variables used). Simulation studies might be helpful to find optimal
algorithms for their analyses. The idea of such simulations is to generate a data set with known,
prespecified effects which are set by the researcher. Then, the matching algorithms are
applied to the data set to analyze whether they can recover the baseline truth. By repeating
these simulations many times with varying conditions, the strengths and weaknesses of differ-
ent algorithms can be tested systematically. As the number of potentially conceivable data sets
is infinite, one would have to set very clear conditions. These conditions refer to the factors
that should be evaluated and the specifications of the performance measurements for the
algorithms. An example of using simulated data to validate a certain method in the field of
scientometrics can be found in Milojević (2013), who applied this approach to assess different
algorithms for identifying authors in bibliometric databases.

What are the limitations of our empirical analyses (the use of matching techniques in sci-
entometrics)? Of course, it is not possible to report unbiased causal effects as only observa-
tional data are usually available in scientometrics (another assumption that it is necessary to
inspect in a causal framework is strong ignorability). In addition, it is not possible to include
every single confounding variable in a study that would be relevant in principle. In this study,
for example, the citation impact can not be considered in the matching approaches. This is
problematic because the disruption indicator values may be related to the number of citations
that a paper receives and at the same time there is a strong relationship between citation
impact and milestone paper assignments. Therefore, the estimated ATEs (without considering
the citation impact as control variable) can be confounded by the citation impact. To still
account for confounding by citation impact, we control for other variables that are related
to citation impact. Another limitation concerns the extreme imbalance of the number of papers
in the treatment and control groups. For the application of matching techniques, more bal-
anced data sets should be used (ideally).

As in every scientometric study, empirical results must be interpreted with caution. The
results of the current study give an estimation of how well the disruption indicators work.
Whenever observational or nonexperimental data are available in scientometrics, it should
be considered that causality cannot be proven statistically. Instead, one has to rely on
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theoretical reasoning for identifying relevant confounders (citation impact in our case). If one
requires causal interpretation of the results, it is necessary to explain and outline plausibly that
all potential confounding factors are accounted for. This necessity applies independently of the
technique used and neither regular regression models nor matching are able to “prove” cau-
sality through statistics. When the number of potential confounders is large in a scientometric
study, it is possible to generate compound indices by using methods of data reduction.
However, if central confounding factors are not available in the data or cannot be included
in the matching process (such as citation impact in our case), one should refrain from causal
interpretations. Thus, with respect to our data set, we are not able to interpret the computed
statistics (ATEs) as unbiased causal effects but rather as associations.

6. TAKE-HOME MESSAGES

In this section, we summarize the most crucial aspects of using matching techniques in scien-
tometric studies.

• Start by building your theoretical framework and formulate testable hypotheses. Name
all potential confounders and describe how they are measured. When not all relevant
confounders are measured, refrain from a causal interpretation of the results.

• Compute descriptive statistics for all dependent and independent variables you are
going to use. The statistics help to choose the correct models and operationalization.
For example, when mostly categorical covariates with few categories are used, exact
matching might be a good solution. However, when the number of categories is large or
continuous outcomes are utilized, tests of different algorithms to group these variables
for CEM can be beneficial. Try to find a good balance between a reduction of bias and
the number of cases left for analyses.

• Compute results for various matching techniques. This can be the most crucial aspect of
the analyses because most techniques come with a large number of options. As these
options also depend on the software package used to compute the results, inspecting
the documentation is highly relevant. Either programmers themselves give recommen-
dations for how to use certain options or you should test how strongly outcomes diverge
when different options are utilized.

• Inspect balancing for each analysis. Report the results that minimize imbalance or
report all results for comparison. Make sure to report balancing either using tables or
graphics. If the balancing displays larger deviations between treatment and control
group even after matching, the results might not be trustworthy and biases could be
present. If the deviations are small, this does not mean that the results are unbiased
(omitted variables could still have a confounding effect). It might show that balance
is achieved between treatment and control group and there is no confounding left with
respect to all control variables used in the models. This can be an iterative procedure:
Insufficient balancing requires tweaking the matching model until sufficient balance is
reached.

• Compute both regular (analytical) and bootstrapped standard errors for all coefficients of
interest (e.g., ATE). The rationale behind this is to rely on two quite different assump-
tions. Regular standard errors are parametric and depend on the assumption of normal-
ity, which is rather strong. Bootstrapped standard errors require fewer assumptions but
more computational effort. When both standard errors come to similar conclusions, this
points to the stability of the findings. If deviations between the standard errors are large,
it should be checked whether there are underlying problems with the models or
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variables used. This might concern the skewness of continuous variables that deviates
from the normal distribution. If no such obvious problems can be detected, report both
types of standard errors and acknowledge that the results are potentially not very stable.

• When reporting the empirical findings, be transparent and describe the details of your
results (software used, matching algorithms, imbalance, type of standard errors, etc.).
Provide the source code (and raw data, if allowed) to aid replication studies.

• Use regression models as an additional robustness check. Regression techniques are
highly popular for good reasons and reach beyond what matching can offer at the
moment (for example, the consideration of various outcome variables and link families).
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