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ABSTRACT

Adequately disambiguating author names in bibliometric databases is a precondition for
conducting reliable analyses at the author level. In the case of bibliometric studies that include
many researchers, it is not possible to disambiguate each single researcher manually. Several
approaches have been proposed for author name disambiguation, but there has not yet been a
comparison of them under controlled conditions. In this study, we compare a set of unsupervised
disambiguation approaches. Unsupervised approaches specify a model to assess the similarity
of author mentions a priori instead of training a model with labeled data. To evaluate the
approaches, we applied them to a set of author mentions annotated with a ResearcherID, this
being an author identifier maintained by the researchers themselves. Apart from comparing
the overall performance, we take a more detailed look at the role of the parametrization of the
approaches and analyze the dependence of the results on the complexity of the disambiguation
task. Furthermore, we examine which effects the differences in the set of metadata considered by
the different approaches have on the disambiguation results. In the context of this study, the
approach proposed by Caron and van Eck (2014) produced the best results.

1. INTRODUCTION

Bibliometric analyses of individuals require adequate authorship identification. For example,
Clarivate Analytics annually publishes the names of highly cited researchers who have published
the most papers belonging to the 1% most highly cited in their subject categories (see https://
clarivate.com/webofsciencegroup/solutions/researcher-recognition/). The reliable attribution of
papers to corresponding researchers is an absolute necessity for publishing this list of researchers.
Empirical studies also showed that poorly disambiguated data may distort the results of analyses
referring to the author level (Kim, 2019; Kim & Diesner, 2016). Some identifiers that uniquely
represent authors are available in bibliometric databases. These are maintained by the
researchers themselves (e.g., ResearcherID, ORCID)—implying a low coverage—or are based
on an undisclosed automatic assignment (e.g., Scopus Author ID)—which does not allow an
assessment of the quality of the algorithm (the algorithm is not publicly available). Publicly

1 This is an extended version of a study which has been presented at the 17th International Society of
Scientometrics and Informetrics Conference (ISSI), September 2–5, 2019, in Rome.
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available approaches that try to solve the task of disambiguating author names have thus been
proposed in bibliometrics. This task presents a nontrivial challenge, as different authors may have
the same name (homonyms) and one author may publish under different names (synonyms).

Table 1 shows the titles, the author names and an author identifier for three publications,
including both homonyms and synonyms. The author names of the first two publications are
synonyms because they refer to the same person but differ in terms of the name. The author names
of the last two publications are an example of homonyms because they refer to different persons
but share the same name.

Although different disambiguation approaches have been developed and implemented in
local bibliometric databases (e.g., Caron & van Eck, 2014), there is hardly any comparison of
the approaches. However, this comparison is necessary to gain knowledge of which approaches
perform best and the conditions on which the performance of the approaches depends. In this
study, we compare four unsupervised disambiguation approaches. To evaluate the approaches,
we applied them to a set of author mentions annotated with a ResearcherID, this being an author
identifier maintained by the researchers themselves. Apart from comparing the overall perfor-
mance, we take a more detailed look at the role of the parametrization of the approaches and
analyze the dependence of the results on the complexity of the disambiguation task.

2. RELATED WORK

To find sets of publications corresponding to real-world authors, approaches for disambiguating
author names try to assess the similarity between authormentions by exploiting metadata such as
coauthors, subject categories, and journal. To reduce runtime complexity and exclude a high
number of obvious false links between author mentions, most approaches reduce the search
space by blocking the data in a first step (On, Lee, et al., 2005). The idea is to generate disjunctive
blocks so that authormentions in different blocks are very likely to refer to different identities, and
therefore the comparisons can be limited to pairs of author mentions within the same block
(Levin, Krawczyk, et al., 2012; Newcombe, 1967). A widely used blocking strategy for disambig-
uating author names in bibliometric databases is to group together all author mentions with an
identical canonical representation of the author name, consisting of the first name initial and the
surname (On et al., 2005; see also section 4.1).

The algorithms to disambiguate author names that have been proposed up to now differ in
several respects (Ferreira, Gonçalves, & Laender, 2012). Oneway to distinguish between different
approaches is to classify them as either unsupervised or supervised (Smalheiser & Torvik, 2009).
Supervised approaches try to train the parameters of a specified model with the help of certain
training data (e.g., Ferreira, Veloso, et al., 2010, 2014; Levin et al., 2012; Torvik & Smalheiser,
2009). The training data contains explicit information as to which author mentions belong to
the same identity and which do not. The model trained on the basis of this data is then used to

Table 1. Examples of homonyms and synonyms in bibliometric databases

Publication title Author name Author ID
Social theory and social structure R. Merton 1

The Matthew effect in science Robert Merton 1

Allocating Shareholder Capital to Pension Plans Robert Merton 2
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detect relevant patterns in the rest of the data. Unsupervised approaches, on the other hand, try
to assess the similarity of author mentions by explicitly specifying a similarity function based on
the author mentions’ attributes. Supervised approaches entail several problems, especially the
challenge of providing adequate, reliable, and representative training data (Smalheiser &
Torvik, 2009). Therefore, we focus on unsupervised approaches in the following.

The unsupervised approaches for disambiguating author names that have been proposed so
far vary in several ways. First, every approach specifies a set of attributes and how these are
combined to provide a similaritymeasure between authormentions. Second, to determinewhich
similarities are high enough to consider two author mentions or two groups of authormentions as
referring to the same author, some form of threshold for the similarity measure is necessary. This
threshold can be determined globally for all pairs of author mentions being compared, or it can
vary depending on the number of author mentions within a block that refer to a single name
representation. Block-size-dependent thresholds try to reduce the problem of an increasing
number of false links for a higher number of comparisons between author mentions; that is, for
larger name blocks (Backes, 2018a; Caron & van Eck, 2014).

Third, the approaches differ with regard to the clustering strategy that is applied, that is, how
similar authormentions are grouped together. All clustering strategies used so far in the context of
author name disambiguation can be regarded as agglomerative clustering algorithms (Ferreira
et al., 2012), especially in the form of single-link or average-link clustering. More specifically,
single-link approaches define the similarity of two clusters of author mentions as the maximum
similarity of all pairs of author mentions belonging to the different clusters. The idea behind this
technique is that each of an author’s publications is similar to at least one of his or her other
publications. In average-link approaches, on the other hand, the two clusters with the highest
overall cohesion are merged in each step; that is, all objects in the clusters are considered (in
contrast to just one from each cluster in single-link approaches). This rests on the assumption that
an author’s publications form a cohesive entity. As a consequence, it is easier to distinguish
between two authors with slightly different oeuvres compared to single-link approaches, but
heterogeneous oeuvres by a single author are more likely to be split.

Previous author name disambiguation approaches have usually been evaluated in terms of
their quality. This evaluation is always based on measuring how pure the detected clusters are
with respect to real-world authors (precision) and how well the author mentions of real-world
authors aremerged in the detected clusters (recall). However, differentmetrics have been applied
when assessing these properties. Furthermore, different data sets have been used to evaluate
author name disambiguation approaches (Kim, 2018). It is therefore difficult to compare the
different approaches based on the existing evaluations.

3. APPROACHES COMPARED

We focused on unsupervised disambiguation approaches in our analyses (see above). As these
approaches require no training data to be provided a priori, they aremore convenient for usewith
real-world applications. We investigated four elaborated approaches in addition to two naïve
approaches, which only consider the author names (a) in the form of the canonical representation
of author names used for the initial blocking of author mentions (first initial of the first name and
the surname; see also section 4.1), and (b) in the form of all first name initials and the surname.
These approaches were selected to cover a wide variety of features that characterize unsuper-
vised approaches for disambiguating author names. We applied the approaches to data from
the Web of Science (WoS, Clarivate Analytics) that had already been preprocessed according
to a blocking strategy, as described in section 4.1.
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3.1. Implementation of the Four Selected Disambiguation Approaches

In the following, the four disambiguation approaches that we investigated in this study are
explained.

Cota, Gonçalves, and Laender (2007) proposed a two-step approach that considers the names
of coauthors, publication titles, and journal titles. In a first step, all pairs of author mentions that
share a coauthor name are linked. The linked author mentions are then clustered by finding the
connected components with regard to this matching. The second step iteratively merges these
clusters if they are sufficiently similar with respect to their publication or journal titles. The
similarity of two clusters (one for publication titles, one for journal titles) is defined as the cosine
similarity of the two term frequency-inverse document frequencies (TF-IDFs) for the clusters’
publication titles (or journal titles). Two clusters are merged if one of their similarities (with either
regard to publication or to journal titles) exceeds a predefined threshold. This process continues
until there are no more sufficiently similar clusters to merge, or until all author mentions are
merged into one cluster.

Schulz, Mazloumian, et al. (2014) proposed a three-step approach based on the following
metric for the similarity sij between two author mentions i and j:

sij ¼ αA
Ai \ Aj
�� ��

min Aij j; Aj
�� ��� �

 !
þ αS pi \ Rj

�� ��þ pj \ Ri
�� ��� �þ αR Ri \ Rj

�� ��� �þ αC
Ci \ Cj
�� ��

min Cij j; Cj
�� ��� �

 !
(1)

Here, Ai denotes the coauthor list of paper i, Ri its reference list, and Ci its set of citing papers.
The first step links all pairs of author mentions with a similarity (determined by Eq. 1) exceeding a
threshold�1. A set of clusters is determined by finding the corresponding connected components.
In the second step, these clusters aremerged in a very similar way as in the first step. To determine
the similarity Sγκ of two clusters γ and κ, the similarities between author mentions within these
clusters are combined by means of the following formula:

Sγκ ¼
X

i2γj2κ
sijΘ sij
� �

γj j κj j ; Θ sij
� � ¼ 1 if sij > β2

0 if sij ≤ β2

�
(2)

Here, |γ| denotes the number of author mentions in cluster γ (similarly for cluster κ). As the
formula shows, only those similarities between author mentions that exceed a threshold �2 are
considered when calculating the similarity between two clusters. As in the first step, this cluster
similarity is used to link clusters if they exceed another threshold �3 to find the corresponding
connected components. The third step of this approach finally adds single author mentions
that have not been merged to a cluster in either of the first two steps, provided its similarity
with one of the cluster’s author mentions exceeds a threshold �4.

Caron and van Eck (2014) proposed measuring the similarity between two author mentions
based on a set of rules that rely on several paper-level and author-level attributes. More pre-
cisely, a score is specified for each rule, and all of the scores for matching rules are added up
to an overall similarity score for the two author mentions (see Table 2). If two author mentions
are sufficiently similar with regard to this similarity score, they are linked and the correspond-
ing connected components are considered oeuvres of real-world authors. The threshold for
determining whether two author mentions are sufficiently similar depends on the size of the
corresponding name block. The idea behind this approach is to take into account the higher
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risk of false links in larger blocks. Higher thresholds are therefore used for larger blocks to
reduce the risk of incorrectly linked author mentions.

Backes (2018a) proposed an approach that starts by considering each author mention as
one cluster. An agglomerative clustering algorithm is then employed that iteratively merges
clusters (starting with single author mentions as clusters, then merging clusters of several au-
thor mentions) if they are sufficiently similar; that is, two clusters are connected if their simi-
larity exceeds a quality limit l. The similarity metric indicating how similar two clusters are
takes into account the specificity of the author mentions’ metadata. For example, if two author
mentions share a very rare subject category this might be a strong indicator that the author
mentions refer to the same author, while this is not true for a very common subject category.
This strategy is applied to compute a similarity score for each attribute under consideration.

The similarity score pa(C| _C) for an attribute a and two clusters C, _C is defined as

pa Cj _C� � ¼X
x;_xð Þ2C� _C

p xj _xð Þ � # _xð Þ þ ε

# _C
� �þ Cj j � ε (3)

with p(x| _x) = 1
# _xð Þþε

·
P

f2F
# f ;xð Þ�# f ;_xð Þ

# fð Þ þ ε
Xj j

� �
F = set of all features for attribute a
#(f, x) = number of occurences of feature f for author mention x

#(x) =
X
f2F

#(f, x)

#(C ) =
X
x2C

#(x)

#(f ) =
X
x2X

#(f, x)

|X| = number of author mentions in the name block containing x and _x
ε = smoothing parameter to prevent division by zero.

Table 2. Rules for rule-based scoring proposed by Caron and van Eck (2014)

Field Criterion Score
Email exact match 100

Number of shared initials 2 / > 2 / conflicting initials 5 / 10 / −10

Shared first name general name / nongeneral name 3 / 6

Address (linked to author) matching country and city 4

Number of shared coauthors 1 / 2 / > 2 4 / 7 / 10

Grant number at least one shared grant number 10

Address (linked to publication, but not linked to author) matching country and city 2

Subject category matching subject category 3

Journal matching journal 6

Self-citation one publication citing the other 10

Bibliographic coupling: number of shared cited references 1 / 2 / 3 / 4 / > 4 2 / 4 / 6 / 8 / 10

Co-citation: number of shared citing papers 1 / 2 / 3 / 4 / > 4 2 / 3 / 4 / 5 / 6
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When using this approach in our study,we considered the following attributes: titles, abstracts,
affiliations, subject categories, keywords, coauthor names, author names of cited references, and
email addresses. Backes (2018a) proposed several variants to combine these scores into a final
similarity score of two clusters. In the variant implemented in this study, the scores are combined
in the form of a linear combination with equal weights for all attributes’ scores. This allows in-
cluding attributes flexibly without the necessity to specify the corresponding weights separately.
The results reported in Backes (2018a) suggest that using equal weights for all attributes produces
good results. Each iteration of the clustering process merges all pairs of current clusters whose
similarity exceeds l. The quality limit l is designed to have a linear dependence on the block size
|X|, whereby the parameter � specifies this relationship (see Eq. 4).

l ¼ λ � Xj j (4)

Several other unsupervised approaches for disambiguating author names have been proposed
besides the four aforementioned approaches (e.g., Hussain & Asghar, 2018; Liu, Li, et al., 2015;
H. Wu, Li, et al., 2014; J. Wu & Ding, 2013; Zhu, Wu, et al., 2017). Overviews of these
approaches have been published by Ferreira et al. (2012) and Hussain and Asghar (2017). Our
selection of the approaches aims at considering a wide range of strategies that can be applied
for unsupervised author name disambiguation: using few versus using many attributes, using
block-size-dependent versus using block-size-independent thresholds, and calculating similarity
metrics based on various attributes versus merging author mentions based on one attribute at
a time.

Besides the four approaches, we also included two naïve approaches that only use author
names for the disambiguation. The first naïve approach uses the name blocks as the disambigu-
ation result. This allows us to assess how much the elaborate approaches improve the disambig-
uation quality as compared to the blocking step alone. The second naïve approach only uses all
initials of the first names and the surname for the disambiguation. This very simple approach has
been widely used (Milojevic�, 2013) and seems to perform relatively well according to empirical
analyses (Backes, 2018b). Including this approach in our analyses allows us to judge whether the
additional effort associated with the more elaborate approaches is worthwhile with regard to the
improvement in the disambiguation quality.

3.2. Parameter Specification

Some form of threshold (or a set of thresholds) must be specified for each of the four approaches.
As such thresholds have not been proposed for all approaches by the authors, and some of the
proposed thresholds produce poor results for our data set, we fitted them with regard to our data.
This allows better comparability because the thresholds are matched to the particular data they
are applied to. Our procedures for specifying the thresholds maximize the metrics F1pair and
F1best (see below) that we used for the evaluation of the approaches. In our analyses, this is
primarily a means for evaluating the approaches independently of the particular thresholds used,
as the results reflect how good the approaches are instead of howwell the thresholds are chosen.
In practical applications, this would only be possible if a sufficiently large amount of the data is
already reliably disambiguated (which is usually not the case though).

We specified a procedure for each of the approaches that allowed an efficient consideration of
a wide range of thresholds. A set of thresholds uniformly distributed over the complete parameter
space was chosen as a candidate set for the approach of Cota et al. (2007). We also specified the
thresholds for the approach of Schulz et al. (2014) by evaluating a candidate set of parameters;
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in this case, the candidate set of thresholds was chosen on the basis of the parameters proposed in
the original paper. The parametrization of this approach was further optimized by fitting �1, �2,
and �3 independently from �4. �4 was subsequently chosen based only on the best combination
of the other thresholds, which substantially reduces the search space. We believe this to be an
adequate procedure for finding the thresholds because the last step of this disambiguation approach
(which is based on �4) has only a minor influence on the final result. For the approach proposed
by Caron and van Eck (2014) we initially had to define the block size classes that divide the blocks
into several classes with regard to the internal number of author mentions. Similar to Caron and
van Eck (2014), we defined six block size classes. Our specification of the classes aims at reducing
the variance of optimal thresholds within a class and is based on a manual inspection of the
distribution of optimal thresholds across block sizes. Then the best possible threshold for each
class (maximizing F1pair and F1best) is chosen.

For the approach of Backes (2018a), we had tomodify the approach slightly to define a feasible
procedure for fitting the parameter �, which determines the quality limit l for a given block. Instead
of linking all pairs of clusters whose similarity exceeds a given l in each iteration, we iteratively
merged only those pairs of clusters whose similarity equals the maximum similarity of all current
pairs of clusters (the clusters are recomputed after each merger). These similarities were taken as
estimates for the quality limit that would yield the clustering of the correspondingmerger step. This
modification may produce results that are different to the original approach, because the order in
which the author mentions are merged may change and the similarities between clusters depend
on the previousmergers. However, we assume that these changes produce onlyminor differences
that do not influence any general conclusions on the approach. Our implementation merges
the most similar clusters in each iteration; that is, the most reliable mergers are applied iteratively
until the quality limit is reached. Correspondingly, the original approach follows the idea that all
cluster similarities exceeding a certain quality limit indicate reliable links between the corre-
sponding clusters.

4. METHOD

Wecollectedmetadata for a subset of authormentions from theWoS for our analyses. To provide
a gold standard that represents sets of author mentions corresponding to real-world authors, we
only took author mentions with a ResearcherID linked to their publications in the WoS into
account. More specifically, all person records that are marked as authors and that have a
ResearcherID linked to at least one paper published in 2015 or later have been considered. It
is very likely that this procedure excludes all author mentions with ResearcherIDs referring to
nonauthor entities (e.g., organizations) and takes into account only such ResearcherIDs that have
been maintained recently.

For an increasing number of author mentions, it can be expected that the quality of their
disambiguation decreases (see also section 5). Our results would thus not be transferable to
application scenarios with a larger number of author mentions than in our data set. At the same
time, the limitation on a subset of author mentions from the WoS seems appropriate, because
the same data is used for all approaches. This allows comparing the approaches under controlled
conditions. Furthermore, our analyses allow an assessment of the relationship between the
complexity of the disambiguation task (in terms of name block size) and the quality of the results
produced (see section 5). This gives an idea of how well the approaches perform for an
increasing amount of data. As including more author mentions in our data would drastically
increase the computational costs, we refrained from including more author mentions than
those annotated with a ResearcherID.
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4.1. Blocking

Blocking author mentions based on authors’ names is usually the first step in the disambiguation
process. While different strategies have been proposed for this blocking step, they all aim at
narrowing down the search space for the subsequent disambiguation task in a reliable and
efficient way. For this purpose, a canonical representation of the author name is specified and
all author mentions with identical name representation are assigned to the same block.

As this procedure only considers author names and is based on exact matches, it requires
less computational resources compared to the subsequent steps of the disambiguation process.
These subsequent steps can be applied then to smaller sets of author mentions. Because the
computational complexity of the disambiguation approaches considered in our study is super-
linear in the number of author mentions, the overall complexity can be reduced by splitting
up the disambiguation in smaller tasks. A smaller number of author mentions also reduces the
risk of making false links between author mentions, which improves the quality of the disam-
biguation results.

While reducing the block sizes, the blocking strategy at the same time needs to be reliable in
the sense that for an author, a canonical name representation is very likely to include all of her or
his author mentions. To achieve both goals, an adequate level of specificity of the canonical
name representation used for blocking the author mentions is necessary. Using a general name
representation (e.g., the first initial of the first names and the full surname) results in relatively large
blocks. The number of splitting errors is rather small in these blocks, but the computational
complexity of the subsequent steps in the disambiguation process is rather high. In contrast, using
a specific name representation (e.g., all initials of the first names and the full surname) results in
smaller blocks. Although the number of splitting errors in these blocks increases due to synonyms,
the computational complexity of the subsequent steps is reduced in the disambiguation process.
Empirical analyses assessing the errors introduced by different blocking schemes can be found in
Backes (2018b). These analyses show that a general name representation based on the first initial
of the first names and the full surname produces good results, especially with regard to recall.
They also show that using all initials of the first names and the full surname produces good results
in terms of F1 (see section 4.2). These results qualify the blocking scheme based on all initials of
the first names and the full surname as a simple disambiguation approachwithout any subsequent
steps. However, compared to using only the first initial and the surname, blocking the author
mentions based on all initials of the first names and the full surname introduces additional splitting
errors. These splitting errors introduced by the blocking step are of particular importance for sub-
sequent steps, because they cannot be corrected later in the disambiguation process.

For the blocking step in our analyses, we used the first initial of the first names and the full
surname as the canonical name representation. One reason for this choice is that this name rep-
resentation has been used by many other studies related to author name disambiguation
(Milojevic�, 2013). A second reason is that this is a very general blocking scheme, which reduces
the risk of making splitting errors in the blocking step (Backes, 2018b). For a practical application
with a large amount of data, this might not be feasible, because the general blocking scheme
produces large blocks (Backes, 2018b). However, for our purpose of evaluating different
approaches building upon the blocked authormentions, using a general blocking scheme allows
us to focus on these subsequent steps. Due to the high recall, the upper bound for the disam-
biguation quality that can be achieved by the approaches is not reduced considerably by the
blocking step, and the final result is more dependent on the subsequent steps rather than the
blocking step. The small risk of making splitting errors due to this blocking scheme is also visible
in our results (see Table 3).
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In our analyses, we only considered name blocks comprising at least five real-world authors.
This selection allowed us to focus on rather difficult cases where the author mentions in a block
actually have to be disambiguated across several authors. All in all, this data collection procedure
results in 1,057,978 author mentions distributed over 2,484 name blocks and 29,244 distinct
ResearcherIDs. The largest name block (“y. wang”) comprises 7,296 author mentions.

4.2. Evaluation Metrics

The evaluation of author name disambiguation approaches is generally based on assessing their
ability to discriminate between author mentions of different real-world authors (precision) and
their ability to merge author mentions of the same real-world author (recall). Even though these
concepts are widely accepted and referenced, various specific evaluation metrics have been
used in the past. In the following, we focus on two types of evaluationmetrics. First, we calculate
pairwise precision (Ppair), pairwise recall (Rpair), and pairwise F1 (F1pair) for each approach. These
metrics have been used in many studies (e.g., Backes, 2018a; Caron & van Eck, 2014; Levin
et al., 2012). Whereas pairwise precision measures how many links between author mentions
in detected clusters are correct, pairwise recall measures how many links between author
mentions of real-world authors are correctly detected. Pairwise F1 is the harmonic mean of
these two metrics. Eqs. (5)–(7) provide a formal definition of these evaluation metrics, using
the following notation:

- |pairsauthor| denotes the number of all pairs of author mentions where both author mentions
refer to the same author;

- |pairscluster| denotes the number of pairs of author mentions where both author mentions
are assigned to the same cluster by the disambiguation algorithm; and

- |pairsauthor\ pairscluster| denotes the number of authormentions where both author mentions
refer to the same author and are assigned to the same cluster.

Ppair ¼ pairsauthor \ pairsclusterj j
pairsclusterj j (5)

Rpair ¼ pairsauthor \ pairsclusterj j
pairsauthorj j (6)

F1pair ¼ 2PpairRpair

Ppair þ Rpair
(7)

Table 3. Overall results for all approaches

Approach Ppair Rpair F1pair Pbest Rbest F1best
Baseline (first initial) 0.095 0.998 0.173 0.322 0.999 0.487

Baseline (all initials) 0.210 0.854 0.338 0.603 0.905 0.724

Cota et al. (2007) 0.111 0.857 0.196 0.442 0.912 0.595

Schulz et al. (2014) 0.453 0.456 0.455 0.799 0.749 0.773

Caron and van Eck (2014) 0.831 0.785 0.808 0.916 0.884 0.900

Backes (2018a) 0.674 0.620 0.646 0.761 0.698 0.728
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An important property of pairwise evaluation metrics is that they consider the disambiguation
quality among all links between author mentions. For example, consider two clusters A and B for
which the precision should be determined. Cluster A has 10 author mentions referring to one
author and five author mentions to a second author. Cluster B has 10 author mentions referring
to one author and five author mentions referring to different authors. These two clusters get
different scores for the pairwise precision (for cluster A, Ppair = 55

105 ≈ 0.524, while for cluster

B, Ppair = 45
105 ≈ 0.429). However, if we assign each cluster to one author, the two clusters are

equally adequate: Ten author mentions are correct and five are incorrect in each case. To assess
how the disambiguation approaches perform with regard to this task (and the corresponding
task to find all author mentions for each author), we calculated metrics to measure how reliably
a cluster can be attributed to exactly one author (best precision Pbest) and how well an author
can be attributed to exactly one cluster (best recall Rbest). Eqs. (8)–(10) provide a formal defini-
tion of these evaluation metrics, using the following notation:

- |author mentionsbest author| is calculated as follows: for each cluster c, the maximum number
of author mentions that refer to the same author nc,max author is determined; |author
mentionsbest author| is the sum of nc,max author over all clusters.

- |author mentionsbest cluster| is calculated as follows: for each author a, the maximum
number na,max cluser of author mentions that are assigned to the same cluster is determined;
|author mentionsbest cluster| is the sum of na,max cluser over all authors.

- |author mentions| denotes the number of all author mentions.

Pbest ¼ author mentionsbest authorj j
author mentionsj j (8)

Rbest ¼ author mentionsbest clusterj j
author mentionsj j (9)

F1best ¼ 2PbestRbest

Pbest þ Rbest
(10)

An approach for evaluating the quality of author name disambiguation that is very similar to
Pbest, Rbest, and F1best has been proposed by Li, Lai, et al. (2014). In this approach, splitting and
lumping errors are calculated, which correspond to the notions recall and precision, respec-
tively. However, the calculation of lumping errors does not necessarily take into account all
clusters, but for each author the cluster with most of her or his author mentions. In contrast,
Pbest considers all clusters. Therefore, Pbest is better suited to assess how reliable it is to take
each cluster as one author given the disambiguated data (see also Torvik & Smalheiser, 2009
for a discussion of different perspectives for evaluating author name disambiguation).
Furthermore, Pbest, Rbest, and F1best are better comparable with the pairwise evaluation met-
rics, because both types of metrics follow the precision-recall-F1 terminology and have the
same scale. Another type of evaluation metrics that are very similar to Pbest, Rbest, and
F1best are the closest cluster precision, closest cluster recall, and closest cluster F1
(Menestrina, Whang, & Garcia-Molina, 2010). These metrics are based on the Jaccard similar-
ities between clusters and authors2. The closest cluster precision is the average maximum
Jaccard similarity over all clusters. By using the maximum Jaccard similarities for each cluster,

2 The Jaccard similarity J(a, c) between author a and cluster c is defined as number of author mentions in c and a
number of author mentions in c or a .

Quantitative Science Studies 1519

Author name disambiguation of bibliometric data

D
ow

nloaded from
 http://direct.m

it.edu/qss/article-pdf/1/4/1510/1870942/qss_a_00081.pdf by guest on 07 Septem
ber 2023



this approach is very similar to the idea that Pbest is based on: For each cluster, only the author
with the most author mentions in this cluster is taken into account3. However, in contrast to
Pbest, a closest cluster precision < 1 is possible if each cluster only contains author mentions of
one author. When considering such a cluster as the oeuvre of one author, the precision should
be 1 though: All author mentions in this cluster are correct (all author mentions refer to the same
author, that is, the cluster is perfectly precise). Therefore, we decided to use Pbest, Rbest, and
F1best as defined in Eqs. (8)–(10) for evaluating the disambiguation approaches in this study.

Each of Eqs. (5)–(10) can be applied either to the complete data set or to a subset of author
mentions. For example, the results of one name block can be evaluated by only considering
author mentions within this block when computing the evaluation metrics. All metrics can
take values between 0 and 1, with higher values indicating a better disambiguation result.

5. RESULTS

5.1. Overall Results

The results for the approaches described in section 3 are summarized in Table 3. The table shows
the evaluation metrics described in the previous section for each approach. All the approaches
produced better results than the naïve baseline disambiguation based on first initial and surname;
only three of the approaches produced better results than the baseline disambiguation based on
all initials and surname. The approach proposed by Caron and van Eck (2014) performs best
among the examined approaches with regard to both F1pair and F1best. If one compares the
approaches of Schulz et al. (2014) and Backes (2018a), the two evaluationmetrics yield different
rankings. Whereas the latter approach performs better with regard to F1pair, the former performs
betterwith regard to F1best. Both of these approaches performonly slightly better than the baseline
based on all initials. This might suggest that a simple approach based only on author names
performs nearly as well as these approaches. However, the precision of the all-initials baseline
is very small compared to the approaches of Schulz et al. (2014) and Backes (2018a). The all-
initials baseline and the two approaches also differ in the variance of the disambiguation quality
across block sizes (see Figure 1). This means that the approaches perform better or worse
depending on the given data and the preferences regarding the trade-off between precision
and recall. The approach of Cota et al. (2007) performs worse than the all-initials baseline,
and only slightly better than the first-initial baseline. The precision in particular is very small
for the approach of Cota et al. (2007), mainly due to a high number of false links between author
mentions in the first step (merging author mentions with shared coauthors).

Figure 1 shows the distribution of the disambiguation quality over block sizes, using thresholds
as described in section 3.2. The lines represent nonparametric regression estimates (calculated
using the loess()function in the base package of R), with evaluation metrics as dependent
variable and block size as independent variable. In addition to these regression estimates, the
results for single blocks are plotted for large block sizes. As there are too many small blocks to
adequately recognize the relationship between block length and evaluationmetrics, results at the
block level are only displayed for large blocks.

The results reveal that the disambiguation quality in terms of the F1metrics varies strongly across
name blocks. In particular, the F1 values decrease for large blocks. Therefore, the disambiguation
process may produce biases with regard to the frequency of the corresponding name representa-
tion. One reason for the dependence of the disambiguation quality on the size of the name block is
the larger search space to find clusters of author mentions. The larger search space increases the

3 The closest cluster recall is calculated accordingly by changing the perspective from clusters to authors.
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search complexity in general, implying a greater potential for false links between author mentions.
Some approaches try to reduce this problem by allowing block size-dependent thresholds (see the
next section). Even though the negative relationship betweenblock size anddisambiguation quality
can be observed for all approaches, the decline in quality is not equal. Especially for the approach
of Caron and van Eck (2014), the influence of the block size is relatively small.

Besides the scores for the F1 metrics, Figure 1 also shows the distribution of (pairwise) pre-
cision and recall values across block sizes. According to these results, the approach of Caron
and van Eck (2014) favors precision over recall, even for large blocks. The approach of Backes
(2018a) scores very high on the precision metrics, but very low on the recall metrics for large
blocks. This suggests that the specification of thresholds only works for small blocks in this

Figure 1. F1, precision, and recall values for all approaches across block sizes using thresholds as originally proposed by the authors. The
lines show nonparametric regression estimates based on all blocks and the points show results for single blocks (only results for large blocks are
displayed this way).
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case (see the next section). The other approaches produce results with rather small precision
for large blocks, while their recall values are relatively high.

5.2. The Influence of Parametrization on the Disambiguation Quality

Among the approaches included in our comparison, Caron and van Eck (2014) and Backes
(2018a) used block-size-dependent thresholds. As described above, the first approach is based
on defining one threshold for each of six block size classes, whereas the threshold is linearly
dependent on the block size in the second approach. Table 4 shows the block size classes and
corresponding thresholds used by our implementation for the approach of Caron and van Eck
(2014). In contrast, the approaches of both Cota et al. (2007) and Schulz et al. (2014) use
global thresholds for all block sizes.

To assess how much the results could be improved by allowing different thresholds for the
blocks, we determined the thresholds producing the best result for each block. Figure 2 shows
the evaluation results obtained by using these optimal thresholds for each single name block—
instead of using the same thresholds for (a) all blocks, (b) a group of blocks, or (c) determining
the thresholds based on a global rule as described in section 3.2. These results represent an
upper bound for the quality over all possible thresholds if the thresholds are specified for each
name block separately. The difference in the results between Figure 1 (using thresholds as
originally proposed) and Figure 2 (using flexible thresholds) indicates the improvement poten-
tial for each approach by optimizing how the thresholds are specified. As the specification of
flexible thresholds requires reliably disambiguated data beforehand, this strategy is not feasible
in application scenarios. Flexible thresholds for each block would not greatly improve the
quality of the approach proposed by Cota et al. (2007) because the results based on global
thresholds are very close to the results based on completely flexible thresholds. The reason is
that the quality is dominated by the first step of the approach, which does not employ any
threshold at all. The second step, on the other hand, does not change the results significantly;
the effect of the thresholds is rather small. In contrast, the approach of Schulz et al. (2014)
benefits from using flexible thresholds, especially for large blocks.

Similar to the approach of Cota et al. (2007), the difference between the original implemen-
tation and the one with flexible thresholds is rather small for the approach of Caron and van Eck
(2014). However, the original implementation already uses different thresholds based on the
block size classes. As the comparison with an implementation based on a constant threshold
for all block sizes shows, this improves the results. Table 5 shows the evaluation results for the
approach of Caron and van Eck (2014) with three different types of thresholds: a constant
threshold for all blocks (“Constant”), the thresholds of the block size classes shown in Table 4

Table 4. Block size classes and thresholds for Caron and van Eck (2014)

Block size Threshold (F1pair) Threshold (F1best)
1–500 21 19

501–1,000 22 21

1,001–2,000 25 23

2,001–3,000 27 25

3,001–4,500 29 25

>4,500 29 27
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Figure 2. F1, precision, and recall values for all approaches across block sizes using flexible thresholds (the best possible threshold[s] is [are]
used for each block). The lines show nonparametric regression estimates based on all blocks; the points show results for single blocks (only
results for large blocks are displayed this way).

Table 5. Results for different types of thresholds for Caron and van Eck (2014)

Type of threshold Ppair Rpair F1pair Pbest Rbest F1best
Constant 0.690 0.741 0.714 0.879 0.880 0.880

Block size classes 0.831 0.787 0.808 0.916 0.885 0.900

Flexible 0.907 0.850 0.878 0.954 0.897 0.924
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(“Block size classes”), and the optimal threshold for each single block (“Flexible”). These results
show that the original implementation produces better results than those obtained using a
constant threshold. This means that the somewhat rough partitioning between six block size
classes allows for adequate differentiation with regard to the threshold and this strategy improves
the disambiguation result compared to a constant threshold over all block sizes. In contrast, the
strategy of specifying a threshold which is linearly dependent on the block size, as employed by
the approach of Backes (2018a), is unable to find good thresholds over the complete range of
block sizes. This is due mainly to a drop in the recall (together with an increasing precision)
for large blocks. The thresholds chosen by the algorithm are thus too high for large blocks.
Hence, a linear relationship between block size and threshold does not appear to be an adequate
strategy for large blocks. The fitted thresholds for the approach of Caron and van Eck (2014) also
confirm that a nonlinear relationship between block size and threshold may be more suitable.
When using flexible thresholds instead of specifying them based on a linear relationship with
the block size, the results for the approach of Backes (2018a) are close (even though with more
variation among large blocks) to the results for the approach of Caron and van Eck (2014). This
suggests that the approach of Backes (2018a) has the potential for producing good results if
adequate thresholds are specified.

The results in Figure 2 and Table 5 demonstrate that the disambiguation quality can be
improved if flexible thresholds dependent on the block size are specified. However, the spec-
ification of adequate thresholds is generally a nontrivial task, as it depends on the data at hand.
Likewise, the thresholds proposed previously for the approaches examined in this paper do not
correspond to the thresholds fitted with regard to our data set.

5.3. The Influence of Attributes Considered for Assessing Similarities

Another important feature of disambiguation approaches is the set of the author mentions’ attri-
butes they consider for assessing the similarity between author mentions. The different quality of
the disambiguated datamay result fromconsidering different sets of attributes. For example,while
Caron and van Eck (2014) included the attributes listed in Table 2, Schulz et al. (2014) only
considered shared coauthors, shared cited references, shared citing papers, and self-citations.
As less information was considered in the latter approach, this may be a reason why Caron
and van Eck (2014) is better able to detect correct links between author mentions.

To get an idea of how important the set of attributes considered by the approaches is, we
compared modified versions of the three approaches producing the best results in their original
versions. Using a subset of the originally proposed attributes for an approach is generally possible,
simply by including these attributes as before and omitting the other attributes. However, it is not
always similarly easy to include new attributes. The approach of Backes (2018a) is very flexible in
this regard, because attributes (e.g., journal or subject) are weighted equally, and features (e.g.,
Nature or Science for the attribute “journal”) are weighted automatically. Both types of weights
could be easily applied to new attributes. In contrast, Schulz et al. (2014) and Caron and van Eck
(2014) provide specific weights for each attribute. For these two approaches, it is not specified
how new attributes can be weighted for calculating the similarity between author mentions,
making them less flexible for the consideration of new attributes in the disambiguation process.

For our comparison, we disambiguated the data with the approach proposed by Caron and
van Eck (2014) once more, but this time based on a reduced set of attributes, such that it
corresponds to the attributes considered in the approach of Schulz et al. (2014).
Furthermore, we disambiguated the data another two times with the approach proposed by
Backes (2018a): in one case based on attributes similar to those considered by Schulz et al.
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(2014), in the other case based on attributes similar to those considered by Caron and van Eck
(2014). In these two cases, the sets of attributes are not exactly the same, because self-citations
cannot be included in the approach of Backes (2018a) in the same way as in the other two
approaches. In the approach of Backes (2018a), similarities are calculated based on the
features that two author mentions have in common for the same attributes.

For example, if the author names for cited references of two author mentions are represented
by R1 = {r11, r12, r13, r14} and R2 = {r21, r22, r23}, respectively, the approach could consider the
names occurring in both R1 and R2 for determining the similarity of the two author mentions.
However, self-citations can only be detected by comparing the author names of cited references
of one author mention with the name of the author itself of the second author mention. Such a
comparison between two different attributes (here: author name and author names of cited
references) is not intended in the original approach. There are no shared self-citations and the
specificity of self-citations cannot be captured with the framework introduced by Backes
(2018a) for calculating similarities between clusters of author mentions (we refrained from
modifying this framework, which may be a possibility to include self-citations).

To keep the attribute sets comparable and still include self-citations in the approaches of
Schulz et al. (2014) and Caron and van Eck (2014), we used information as close as possible in
the approach of Backes (2018a) by including referenced author names instead of self-citations.
We consider this choice to be appropriate. In the case that two of an author’s mentions have
self-citations to a third author mention of the same author, these mentions would also occur as
shared referenced authors. Vice versa, if two author mentions share referenced authors, it is
likely that self-citations are among these, because self-citations are usually overrepresented
among cited references. An alternative to this choice of attribute sets would be to exclude
self-citations and author names of cited references. However, our analyses show that these
two alternatives (with or without referenced authors and self-citations) produce similar results,
and the conclusions are the same for both alternatives.

For each comparison and each approach, we separately specified the thresholds as described
in section 3.2. The results of the outlined implementations are summarized in Table 6. The results
show that differences between the approaches still exist. Characteristics of the approaches other
than the set of attributes are therefore also relevant for the quality of an algorithm. In our analyses,
the approach of Caron and van Eck (2014) produces the best results in any case, which indicates
that the differentiation of block size classes for specifying thresholds and the weighting of
attributes based on expert knowledge are appropriate concepts for disambiguating bibliometric
data. Even though not as good as this approach, the approach of Backes (2018a) also produces

Table 6. Comparisons based on similar sets of attributes

Attribute set Approach F1pair F1best
Schulz et al. (2014) Schulz et al. (2014) 0.455 0.773

Caron and van Eck (2014) 0.637 0.807

Schulz et al. (2014) Schulz et al. (2014) 0.455 0.773

Backes (2018a) 0.770 0.819

Caron and van Eck (2014) Caron and van Eck (2014) 0.808 0.900

Backes (2018a) 0.721 0.765
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good results in the comparisons. Its strategy to consider the specificity of particular features for
determining the similarity of authormentions seems to be a promising approach, even if uniform
weights are applied on the attribute level.

However, the results in Table 6 also reveal that the choice of attributes has a significant effect
on the disambiguation quality. This can be concluded from the differences between the evalua-
tion metrics for the approach of Caron and van Eck (2014) in its original implementation (F1pair:
0.808, F1best: 0.900), and its implementation used for the comparison with the approach of
Schulz et al. (2014) (F1pair: 0.637, F1best: 0.807): The consideration ofmore attributes (the original
implementation) produces better results. The importance of the choice of attributes also becomes
obvious with regard to the results of the approach proposed by Backes (2018a). In this case, how-
ever, using more attributes does not necessarily produce better results: Using the same attributes
as the approach of Schulz et al. (2014) produces better results than the original implementation
(which is based on a larger set of attributes). The reason may be that some of the attributes con-
sidered in the original implementation have toomuch influence in the disambiguation procedure
due to the uniform weights on the attribute level. Backes (2018a) also provides the possibility to
apply different weights on the attribute level. Thismight be an alternative for improving the results
when including the additional attributes. However, we did not consider this alternative, as the
weights for the attributes are not specified automatically by the approach. They would have to be
specified manually. Again, this suggests that not only the choice of attributes, but also their
weights, play a key role for the quality of disambiguation algorithms.

6. DISCUSSION

In this study, we compared different author name disambiguation approaches based on a data
set containing author identifiers in the form of ResearcherIDs. This allows a better comparison
of different approaches than previous evaluations, because the comparisons in previous eval-
uations are generally based on different databases (which are scarcely comparable then). Our
results show that all approaches included in the comparison perform better than a baseline
that only uses a canonical name representation of the authors for disambiguation. The com-
parison in this study does not point to the recommendation of one approach for all situations
that require a disambiguation of author names. It provides evidence of when which approach
can produce good results—especially with regard to the size of corresponding name block
sizes. Our analyses show that the parametrization of the approaches can have a significant
effect on the results. This effect depends largely on the data at hand. Therefore, a proper im-
plementation of an algorithm always has to take into account the characteristics of the data
that has to be disambiguated. In the context of this study (based on its data set), the approach
proposed by Caron and van Eck (2014) produced the best results.

Beyond the comparison of the original versions of the approaches, we also examined the role
that the set of attributes used by the different approaches has on the results. As the approaches
vary in the attributes they used for assessing the similarities between authormentions, differences
in the results may rely on the choice of attributes. Our analyses show indeed that this choice has
an effect on the results. Differences between the approaches, however, still remain when
controlling for the set of attributes included. This means that other features of the approaches
(e.g., how similarities are computed, or how similar author mentions are combined to clusters)
also have an effect on the disambiguation quality. Based on these findings, we recommend that
future research further examines the importance of single attributes and how they should ideally
be weighted. The effect of the clustering strategy on the results might be also a topic for future
research.
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Regarding the evaluation of disambiguation approaches, we tested the results against author
profiles from ResearcherID. As these profiles are curated by researchers themselves, the
approaches are tested against human-based compilations of publications (i.e., compilations of
those humans who are in the best position to reliably assign the publications to their personal
sets). It would be interesting to compare the disambiguation approaches with other human-based
compilations (e.g., ORCID) to see whether our results are still valid. We do not expect that the
results will change significantly; we assume, however, that all human-based compilations are
concerned with more or less erroneous records.

Understanding how author name disambiguation approaches behave is important to improve
the applied algorithms and to assess the effect they have on analyses that are based on the
disambiguated data. A good understanding of this behavior is the basis for reliable bibliometric
analyses at the individual level. It is clear that the same is true for anyother unit (e.g., institutions or
research groups) that is addressed in research evaluation studies.
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