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Abstract

■ Spoken word recognition models and phonological theory
propose that abstract features play a central role in speech pro-
cessing. It remains unknown, however, whether auditory cortex
encodes linguistic features in a manner beyond the phonetic
properties of the speech sounds themselves. We took advantage
of the fact that English phonology functionally codes stops and
fricatives as voiced or voiceless with two distinct phonetic cues:
Fricatives use a spectral cue, whereas stops use a temporal cue.
Evidence that these cues can be grouped together would indi-
cate the disjunctive coding of distinct phonetic cues into a func-
tionally defined abstract phonological feature. In English, the
voicing feature, which distinguishes the consonants [s] and [t]
from [z] and [d], respectively, is hypothesized to be specified
only for voiceless consonants (e.g., [s t]). Here, participants lis-
tened to syllables in a many-to-one oddball design, while their
EEG was recorded. In one block, both voiceless stops and frica-
tives were the standards. In the other block, both voiced stops

and fricatives were the standards. A critical design element was
the presence of intercategory variation within the standards.
Therefore, a many-to-one relationship, which is necessary to
elicit an MMN, existed only if the stop and fricative standards
were grouped together. In addition to the ERPs, event-related
spectral power was also analyzed. Results showed an MMN effect
in the voiceless standards block—an asymmetric MMN—in a
time window consistent with processing in auditory cortex, as
well as increased prestimulus beta-band oscillatory power to
voiceless standards. These findings suggest that (i) there is an
auditory memory trace of the standards based on the shared
[voiceless] feature, which is only functionally defined; (ii) voiced
consonants are underspecified; and (iii) features can serve as a
basis for predictive processing. Taken together, these results
point toward auditory cortex’s ability to functionally code dis-
tinct phonetic cues together and suggest that abstract features
can be used to parse the continuous acoustic signal. ■

INTRODUCTION

Spoken language comprehension requires listeners to rec-
ognize words embedded in the continuous acoustic
speech signal, which in turn involves identifying the seg-
mental units of words, phonemes (Kazanina, Bowers, &
Idsardi, 2018). The identity of different phonemes primar-
ily depends on specific spectral and temporal properties of
the auditory signal (Liberman, Cooper, Shankweiler, &
Studdert-Kennedy, 1967). These are the frequency profile
of the acoustic signal and the time intervals ofmajor acous-
tic events (e.g., aspiration, vowel duration), respectively.
In linguistics, these distinctive spectral and temporal
characteristics are represented as features (Halle, 2002;
Clements & Hume, 1995; Chomsky & Halle, 1968;
Jakobson, Fant, & Halle, 1961). Ultimately, features are
the units of speech sound representations that link articu-
latory and acoustic characteristics of a given phoneme
(Baković, 2014; Halle, 1983). Some phonetic features code
for a spectral property, whereas others code for a temporal

property. Different features have been postulated to
describe speech sounds in the field of linguistics, where
the notation [feature] refers to a specific feature. As an
example, sounds produced with primary airflow through
the nasal cavity (i.e., [m n ŋ]), which causes the attenuation
of acoustic energy inhigher frequencies, all share the feature
[nasal]. In addition to their importance in phonological
theory, features have played a central role as perceptual units
in various models of spoken word recognition (Hickok,
2014; Poeppel & Monahan, 2011; Gow, 2003; Stevens,
2002; McClelland & Elman, 1986; Halle & Stevens, 1962).
Neuroimaging and neurophysiological studies support

the idea that features also play a central role in how audi-
tory cortex represents speech sounds (see the work of
Monahan, 2018, for a review). The spectral and temporal
characteristics of speech sounds are encoded by different
spectro-temporal receptive fields in superior temporal
gyrus (STG; Fox, Leonard, Sjerps, & Chang, 2020; Yi,
Leonard, & Chang, 2019; Hullett, Hamilton, Mesgarani,
Schreiner, & Chang, 2016; Mesgarani, Cheung, Johnson,
& Chang, 2014). Different populations in STG code dis-
tinct phonetic properties of speech sounds (Mesgarani
et al., 2014), including voice onset time (VOT; Fox et al.,
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2020). Moreover, Khalighinejad, da Silva, and Mesgarani
(2017) and Mesgarani et al. (2014) showed that stops
and fricatives are coded by distinct neuronal populations,
independent of their voicing status. Collectively, phonetic
classes are distributively coded by auditory cortex. It is
important to note, however, that all stops share a common
phonetic characteristic in both articulation and acoustics:
the presence of a burst followed by a release. All fricatives
also share a common phonetic characteristic: a narrow
constriction in the vocal tract, resulting in turbulent acous-
tic energy. In other words, different stop consonants are
phonetically linked, and different fricative consonants
are phonetically linked. These studies demonstrate that
auditory cortex encodes phonetic sound classes; however,
it is still unknown if auditory cortex encodes features in a
manner that goes beyond the phonetic properties of the
speech sounds themselves.
Direct evidence of whether auditory cortex functionally

links different phonetic sound classes of the same phonol-
ogical class is key to determining whether auditory cortex
can represent abstract phonological features. Here, we
take advantage of the functionally defined English feature
[voiceless] to determine whether two distinct phonetic
classes of speech sounds, that is, stops and fricatives, can
be grouped together when they share voicing. The feature
[voiceless] in word-initial English stops (i.e., [ph th kh]) is
primarily cued by a temporal dimension: a long duration
VOT compared to a short duration VOT for voiced stops
(Lisker & Abramson, 1964). Meanwhile, in fricatives
(e.g., [f s]), the feature [voiceless] is primarily cued by a
spectral dimension: the absence of periodic low-frequency
energy that is present in their voiced counterparts because
of glottal adduction (Smith, 1997). Overall, English pro-
vides a strong test case for our question of interest, as
opposed to languages where voicing in fricatives and stops
are cued by the same phonetic property. For example,
Spanish uses periodic low-frequency energy to cue voicing
in both stops and fricatives (Lisker & Abramson, 1964).
Specifically, the distinction between voicing in English
and Spanish indicates that whether a speech sound is
phonologically voiced or voiceless is not tied directly to
a single acoustic pattern or phonetic cue.
The question addressed here is whether spectral and

temporal phonetic features can be disjunctively coded
together into a larger phonological category. To address
this question, we performed an auditory MMN experi-
ment. The MMN is a component in the ERP, sensitive to
language-specific properties of speech sounds in auditory
memory (Winkler, Kujala, Alku, & Näätänen, 2003;
Näätänen, 2001; Phillips et al., 2000; Sharma & Dorman,
1999, 2000; Winkler et al., 1999; Näätänen et al., 1997). It
is usually evoked in an oddball paradigm, which consists
of a series of repeating (standard) stimuli interrupted
by an infrequent (deviant) stimulus. The auditory MMN
typically peaks between 150 and 350 msec postonset of a
deviant stimulus and is maximal over fronto-central elec-
trode sites. The source of the auditory MMN response

consistently localizes to the auditory cortex (Alho, 1995;
Aulanko, Hari, Lounasmaa, Näätänen, & Sams, 1993; Sams,
Kaukoranta, Hämäläinen, & Näätänen, 1991). The MMN is
a useful tool to study whether auditory cortex perceptually
groups over distinct cues. For example, Gomes, Ritter, and
Vaughan (1995) studied the MMN response to pure-tone
sinusoids and observed that the duration cue alone can be
extracted from a series of standards that also varied in fre-
quency and intensity. This suggests that auditory memory
representations can be built based on a single cue, even
when other cues are varying.

Here, English-speaking participants took part in a
many-to-one oddball experiment. Their EEGwas recorded
as they listened to a series of frequent, standard consonant–
vowel syllables, interrupted by an infrequent, deviant
consonant–vowel syllable. The standards and deviants in
each block were sampled from five different phones (i.e.,
voiceless: [ph th kh f s], voiced: [b d ɡ v z]). In the voiceless
standards block, participants heard voiceless consonants
as the standards, interrupted by occasional voiced devi-
ants. In the voiced standards block, participants heard
voiced consonants as the standards, interrupted by occa-
sional voiceless deviants. As we used multiple phonetic
categories with differing manners of articulation in the
standards, a many-to-one oddball relationship among
the standards only exists if the stops and fricatives that
share voicing are grouped together along the basis of their
abstract voicing representation. An MMN effect would
indicate that distinct phonetic cues group together per-
ceptually based on an abstract phonological feature.

In nearly all MMN studies of speech perception, the
standard category in one block serves as the deviant in
the other block. If both categories are native to the lan-
guage of the participants and contrastive in the language,
then equal-sized MMNs are predicted across the two
blocks. This is not always the case, however. In fact,
MMN evidence for features largely arises from findings that
demonstrate that some speech sounds elicit larger MMNs
than others. These asymmetric results have been observed
for vowels (de Rue, Snijders, & Fikkert, 2021; Yu & Shafer,
2021; Scharinger, Monahan, & Idsardi, 2012, 2016;
Cornell, Lahiri, & Eulitz, 2011; Eulitz & Lahiri, 2004),
consonants (Fu & Monahan, 2021; Hestvik, Shinohara,
Durvasula, Verdonschot, & Sakai, 2020; Schluter, Politzer-
Ahles, Al Kaabi, & Almeida, 2017; Hestvik & Durvasula,
2016; Schluter, Politzer-Ahles, & Almeida, 2016; Cornell,
Lahiri, & Eulitz, 2013; Maiste, Wiens, Hunt, Scherg, &
Picton, 1995), and lexical tone (Politzer-Ahles, Schluter,
Wu, & Almeida, 2016). These asymmetries are often—
although not exclusively (see the work of Maiste et al.,
1995)—taken to reflect the underlying featural content
of the two categories consistent with underspecified rep-
resentations (Lahiri & Reetz, 2002, 2010). Traditionally,
features were conceptualized as binary. That is, the
sound [n] was [+nasal], whereas the sound [d] was
[−nasal]. Underspecified features posit that only con-
trastive aspects of a speech sound are represented.
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Therefore, [n] is specified for nasality, possessing the fea-
ture [nasal], while [d] lacks any specification for [nasal] in
memory and, thus, does not contain the feature [−nasal]
(Archangeli, 1988; Steriade, 1995). A larger MMN is
observed when the standard is specified for a given fea-
ture and the deviant mismatches with that feature. When
the standard is underspecified, there is no mismatch
between the standard and deviant, and as such, a smaller
or no MMN is observed. In studies that have tested voic-
ing in English stops (Hestvik & Durvasula, 2016) and
English fricatives (Schluter et al., 2017), larger MMNs
are observed when voiceless consonants are the standard
relative to when the voiced consonants are the standard,
suggesting that voiceless consonants are specified with
the feature [voiceless].

These neurophysiological results align with proposals
from phonological theory, which posit that English voice-
less stops and fricatives are specified for their voicing sta-
tus and contain the feature [voiceless], whereas voiced
consonants are unmarked and underspecified for voicing
(Avery & Idsardi, 2001). Linguistic evidence for this claim
arises from the findings that (i) voiced English obstruents
are less consistent in their phonetic realization relative to
voiceless obstruents (Smith, 1997; Docherty, 1992) and
(ii) voiced English obstruents do not trigger assimilation,
whereas voiceless English obstruents do (Iverson &
Salmons, 1995). Both observations are consistent with
voiceless English obstruents possessing a marked feature
for voicing and voiced obstruents lacking such a marked
feature. That voiceless obstruents are marked, whereas
voiced obstruents are unmarked, however, is language-
specific; languages with different voicing systems (e.g.,
Spanish, Japanese, Thai, Hindi) could have distinct voicing
specifications. The above asymmetry in representation
makes predictions for conditions in which we anticipate
observing an MMN. We expect an MMN when the speci-
fied [voiceless] consonants are the standards but not
when the underspecified voiced consonants are the
standards.

It is important to note that standard–deviant designs
entail a matching procedure of the upcoming physical
stimulus with an auditory memory representation
(Näätänen & Kreegipuu, 2012; Näätänen, Jacobsen, &
Winkler, 2005; Näätänen, 2001). Thus, anticipating what
sound comes next is inherent in oddball designs evoking
the MMN component (Winkler, 2007). If we observe dif-
ferences between specified standards and underspecified
standards before hearing it, this suggests predictive pro-
cessing that is at least partially based on that feature. In
other words, different neural states preceding the onset
of different types of repetitive sounds would indicate that
the expectancy between these sounds varies depending
on the segregating characteristic, that is, the feature. In
fact, differences before the onset of different kinds of
standards have been observed (Scharinger et al., 2016).
Those differences were evident in the induced neural
oscillatory activity, which is neurophysiological activity

that—unlike ERPs—is time-locked but not phase-locked
to endogenous sensory events. Neuronal oscillations play
a key role in auditory perception of verbal input (Morillon
& Schroeder, 2015; Doelling, Arnal, Ghitza, & Poeppel,
2014; Arnal & Giraud, 2012; Obleser & Weisz, 2012; Arnal,
Wyart, & Giraud, 2011), with various rhythms ascribed to
specific functional roles. Brain oscillations refer to rhyth-
mic fluctuations in the excitability of neuronal popula-
tions, sometimes in response to sensory stimulation.
Beta-frequencies (approximately 15–30 Hz) are dominant
in propagating information flow from higher cortical areas
and levels of representation (Riddle, Hwang, Cellier,
Dhanani, & D’Esposito, 2019; Lewis, Schoffelen, Schriefers,
& Bastiaansen, 2016; Fontolan, Morillon, Liegeois-Chauvel,
& Giraud, 2014; Arnal et al., 2011; Wang, 2010). For exam-
ple, descending information flow from higher-order brain
areas in an individual listening to sentences is frequency
specific (approximately 15–30 Hz), suggesting that beta-
frequencies are dominant in top–down propagation
(Fontolan et al., 2014). Scharinger et al. (2016) observed
an increase in beta-power in a prestimulus time window
when the standards were specified (i.e., the high-vowel
[ɪ]) relative to when the standards were underspecified
(i.e., the mid-vowel [ɛ]). This prestimulus increase in
beta-power is taken to reflect predictive mechanisms
associated with the MMN, as presumably, only specified
features can be used to predict the upcoming stimulus.
Here, we also investigated beta-band oscillatory activity
before hearing the stimulus, to provide complementary
evidence to the neural implementation of features. In
the context of predictive processing, if features can be
used as the basis for upcoming predictions, we expect
beta-band power increases to the specified voiceless
standards, consistent with Scharinger et al. (2016).
In short, this study aims to determine if auditory cortex

constructs disjunctive groupings for linguistic features in
auditory memory and whether features have predictive
power in auditory processing. We employ an MMN design
that adopted intercategory variation in the standards. In
one block, the standards were voiced consonants, and
the deviants were voiceless consonants. In the other
block, the standards were voiceless consonants, and the
deviants were voiced consonants. Importantly, the stan-
dards and deviants included both stops and fricatives. Elic-
iting the MMN suggests that auditory cortex disjunctively
codes the temporal and spectral auditory cues for voicing
into a coherent auditory memory trace. For the abstract
phonological feature [voiceless], we predict an MMN in
the voiceless standards block, as [voiceless] appears to
be the specified feature, whereas voiced consonants are
underspecified for voicing. Finally, given that increased
beta-power has been observed in blocks whose standards
are putatively specified for a given feature (see the work of
Scharinger et al., 2016), we predict an increase in prestim-
ulus beta-power in the voiceless standards block and a
reduction in prestimulus beta-power in the voiced stan-
dards block.
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METHODS
Participants

Thirty native speakers of English participated. All participants
were recruited from the University of Toronto Scarborough.
Data from three participants were excluded because of tech-
nical issues during data acquisition. This left 27 participants
(mean age= 20.3 years, SD=2.4 years, 17 women) included
in the analysis. All participants were right-handed, as
assessed by the Edinburgh Handedness Survey (Oldfield,
1971) and self-reported no known history of auditory,
language, or neurological deficits. Finally, all participants pro-
vided written informed consent before the experiment and
were remunerated for their time. This study was approved
by the research ethics board at the University of Toronto.

Materials

The experimental stimuli included 14 consonant–vowel
syllables in a [Cɑ] frame. There were five voiced ([b d ɡ

v z]) and five voiceless consonants ([ph th kh f s]), pro-
duced 3 times each. Each group of voiced and voiceless
consonants included three stop consonants and two frica-
tives. In addition, the syllables [vi vu pho fu] were included
as fillers. Stimuli were recorded by a female native speaker
of North American English in a sound-attenuated cabin.
Recordings were made with an Audio-Technica AT3035
microphone at a sampling rate of 44.1 kHz and 16-bit
depth. The syllables were produced at a natural speaking
rate (mean duration = 540 msec, SD = 58 msec). Stimuli
intensity was normalized to a mean intensity of 75 dB SPL.
Cosine2 offset ramps were also applied to the offset of the
auditory stimuli; this was not applied to the onset to pre-
serve the burst properties of the stop consonants.

Figure 1A presents example acoustic waveforms for
10 representative experimental syllables, one for each
category, used in the experiment. The voiced fricatives
included periodic acoustic energy during the fricative, as
is common in syllable-initial position in North American

Figure 1. (A) Waveforms of sample stimuli for each phonetic category used in the experiment. Voiceless consonants are on the left, and voiced
consonants are on the right. The top four waveforms are of fricatives used in the experiment, whereas the bottom six waveforms are of stops used in
the experiment. The voiced fricatives contain periodic energy before the vowel, as is evident in both [zɑ] and [vɑ]. The voiceless fricatives lack this
periodic energy. In the stop consonants, the voiceless stops have a longer interval between the release of the burst and the onset of the vowel; that is,
they contain a longer VOT. The VOT for voiced stops is considerably shorter. (B) Schematic of the many-to-one oddball paradigm used in the
experiment for both the voiceless (top) and voiced (bottom) standard blocks. The standards (blue) in each block included intercategory variation,
interrupted by an infrequent deviant (red) sampled from the other voicing category. (C) Predictions for the MMN experiment for the voiceless block
only. If the intercategory varying standards are grouped along a shared voicing feature (top), we predict a many-to-one relationship and,
consequently, the presence of an MMN. If grouping is not possible (bottom), then no many-to-one relationship exists, and no MMN is predicted.
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English (Smith, 1997). This was absent in the voiceless fric-
atives. The voiceless stops had a longer interval of time,
that is, the VOT, between the release of the stop burst
and the onset of the vowel as compared with the voiced
stops (Lisker & Abramson, 1964). Note that there is no
physical property that binds voiceless stops and voiceless
fricatives together, only a linguistic property, namely,
voicing.

As noted above, the primary phonetic cues to phonolo-
gical voicing are distinct in stops and fricatives. There are,
however, secondary acoustic–phonetic cues on which
voiced and voiceless consonants systematically differ,
although in a less reliable manner (Lisker, 1986). To deter-
mine whether such secondary acoustic–phonetic cues
could robustly indicate voicing category membership in
our stimuli, we measured several acoustic dimensions
known to be secondary cues to the English voicing con-
trast. Specifically, we measured total syllable duration,
consonant duration, vowel duration, fundamental (f0)
and first formant (F1) frequency at vowel onset, and inten-
sity of the following vowel. Table 1 provides themeans and
standard deviations, and Figure 2 provides the distribu-
tions for each of these cues in our stimuli. The average
values showed expected cross-category patterns, but as
is evident by the overlap in the distributions, a value from
a single token is not informative about its voicing category
membership. Specifically, the distributions for voiced
stops and fricatives always overlap with the distributions
for voiceless stops and fricatives. In short, these secondary
cues do not reliably indicate phonological voicing category
membership and, therefore, are unlikely to contribute to
effects found in the current work.

Procedure

Participants were seated in a quiet room and passively
listened to the stimuli, while watching a silent movie to
maintain an awake state and reduce excessive ocular
movements (Tervaniemi et al., 1999). Two blocks were

presented with a break in between. One block contained
voiceless standards and voiced deviants. The other block
contained voiced standards and voiceless deviants. The
order of blocks was counterbalanced across participants.
Figure 1B represents the many-to-one oddball paradigm
used in the voiceless (top) and the voiced block (bottom).
The standards (blue) in each block included intercategory
variation, interrupted by an infrequent deviant (red) sam-
pled from the other voicing category.
In each block, participants heard approximately 785 stim-

uli, consisting primarily of standards (e.g., voiceless conso-
nants in the voiceless standards block) interspersed with
deviants (e.g., voiced consonants in the voiceless standards
block) at semiregular intervals. There was, on average, a 7-
to-1 standard-to-deviant ratio, with approximately 676 stan-
dard and exactly 105 deviant stimuli per block. In each block,
three distinct acoustic tokens of the five standard syllables
were presented to require participants to abstract over
token-specific acoustic properties (Hestvik & Durvasula,
2016; Scharinger et al., 2012, 2016; Kazanina, Phillips, &
Idsardi, 2006; Phillips et al., 2000; Aulanko et al., 1993).
For the deviants, only one acoustic token of each of the

five deviant syllables was presented, and each deviant cat-
egory was presented 15 times. This led to 75 deviants per
block. Moreover, there were also two filler deviant sylla-
bles per block. These filler deviants matched the standards
in their voicing but differed in their vowel. They were pre-
sented 15 times each, for an additional 30 deviant trials.
Filler deviants were included to ensure that there would
be detectable differences between tokens as the vowel
changes are likely more salient than the consonant
changes given the intercategory variation in the standard
consonants. Each deviant stimulus was preceded by sev-
eral standard stimuli (range: 4–10). As few as three to four
consecutive standards allow for the elicitation of an MMN
response (e.g., Dehaene-Lambertz, 2000; Cowan, Winkler,
Teder, & Näätänen, 1993). The number of standards was
randomly drawn from a uniform distribution, and the stan-
dard stimuli themselves were randomly sampled from the

Table 1. Means for the Measured Secondary Acoustic–Phonetic Cues

Voicing Manner
Total Duration

(msec)
Consonant Duration

(msec)
Vowel Duration

(msec) f0 (Hz) F1 (Hz)
Intensity
(dB SPL)

Voiced 519 (62.5) 55 (56.5) 464 (34.6) 206 (14.3) 571 (64.0) 75.9 (0.35)

Fricative 565 (75.1) 116 (38.7) 449 (43.3) 209 (11.2) 574 (81.2) 76.3 (0.26)

Stop 488 (25.4) 14 (4.3) 474 (25.5) 203 (16.6) 569 (53.7) 75.7 (0.17)

Voiceless 562 (45.3) 121 (36.1) 441 (28.8) 224 (10.2) 743 (86.4) 76.5 (0.27)

Fricative 590 (60.4) 157 (27.2) 433 (37.0) 220 (9.0) 661 (38.8) 76.7 (0.09)

Stop 543 (17.4) 98 (15.1) 445 (23.1) 227 (10.5) 805 (50.6) 76.3 (0.21)

One standard deviation of the mean is presented in parentheses. Durations for stop consonants were measured from the offset of the burst to the
onset of the vowel. Total duration and vowel duration were measured until the end of periodic voicing in the vowel. f0 and F1 frequency measure-
ments were taken 10 msec after vowel onset. Intensity refers to the intensity of the vowel alone.
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five consonants of its voicing category. Given that the
standard token categories were randomly sampled, the
number of tokens of a given category in single standard
train was not controlled. The duration of the ISI was ran-
domly sampled from a uniform distribution between 1.0
and 1.5 sec. ISI durations in this time range have been
shown to reinforce phonological-level processing (Werker
& Logan, 1985).

EEG Recording and Analysis

Continuous EEG recordings were acquired from 32-
channel actiCAP active electrodes connected to an acti-
CHamp amplifier (Brain Products GmbH). The EEG signal
was digitized at a 500-Hz sampling frequencywith a 200-Hz
on-line low-pass filter. Electrodes were positioned on the
scalp according to the International 10–20 system. Posi-
tions included Fp1/2, F3/4, F7/8, FC1/2, FC5/6, FT9/10,
C3/4, T7/8, CP1/2, CP5/6, TP9/10, P3/4, P7/8, O1/2, Oz,
Fz, Cz, and Pz. A ground electrode was placed at Fpz.
The EEG signal was referenced to the right mastoid
(TP10) on-line. Impedances were reduced below 20 kΩ
at each electrode site before recording. Four additional
bipolar electrodes were placed on the temples and above
and below the right eye to monitor the EOG. The auditory

stimuli were delivered to participants through RHA
MA750i noise-isolating in-ear headphones. In addition to
the EEG channels, the auditory signal was also sent to
the amplifier. This provides the opportunity for off-line
correction of any temporal delay between the delivery of
the auditory stimulus and sending of the digital trigger
marker (Pérez, Monahan, & Lambon Ralph, 2021).

Data analysis was carried out using the EEGLAB toolbox
v14.1.1 (Delorme & Makeig, 2004) and custom programs
running in MATLAB (Version 2017a, The MathWorks Inc.).
First, offset delays between the trigger and the auditory
stimulus presentation were corrected to ensure millisecond-
precise stimulus-digital trigger synchrony. This was done
by cross-correlating the original stimuli waveforms and
the auditory track in the EEG recording. Second, only
standards that followed at least two other standard trials
were retained. This was done to ensure that the averaged
standard responses included only trials that were pre-
ceded by multiple stimuli from the same voicing category.
Next, the EEG signal was rereferenced to the linked mas-
toids, which provide the most robust MMN responses
(Mahajan, Peter, & Sharma, 2017). Subsequently, a high-
pass filter (finite impulse response; FIR) at 1Hz was
applied. The PREP toolbox (Bigdely-Shamlo, Mullen,
Kothe, Su, & Robbins, 2015) was used to identify and

Figure 2. Distributions for each secondary acoustic–phonetic cue measured in the stimuli. Each panel represents one cue: (A) total stimulus
duration, (B) consonant duration, (C) vowel duration, (D) f0, (E) F1 frequency, (F) vowel intensity. Points indicate each of the 30 stimuli.
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remove bad channels (mean = 1.5, SD = 1.4). These bad
channels were then interpolated. Because of the relatively
small channel montage (i.e., 32 channels), the spherical
spline interpolation method was utilized for bad channel
interpolation, which is more accurate for low-density elec-
trode montages (Perrin, Pernier, Bertrand, & Echallier,
1989). Next, an artifact subspace reconstruction (ASR)
algorithm adapted from the EEGLAB software (Mullen
et al., 2013) was implemented to remove high-amplitude
artifacts. ASR transforms a sliding window of the EEG data
with a principal component analysis to identify channels
of high variance. This is accomplished via a statistical com-
parison of clean EEG data containing minimal artifacts.
This clean data were automatically identified inside each
individual EEG recording and subsequently used as the
calibration data for the ASR. Corrupted channels (or sub-
spaces of multiple channels) were reconstructed from
neighboring channels using a mixing matrix, which is com-
puted from the covariance matrix of the calibration data.
In this study, a sliding window of 500 msec and a variance
threshold of 3 SDs were used to identify corrupted
subspaces. Portions of the data that were not possible to
reconstruct because of the presence of multiple artifacts
were removed.

Subsequently, an adaptive mixture-independent com-
ponent analysis (AMICA) technique (Palmer, Kreutz-
Delgado, & Makeig, 2012) was applied to the cleaned
EEG data from each participant to separate the EEG
recordings, a combination of individual brain and non-
brain sources mixed by volume conduction, into spatially
static independent components of maximal temporal
independence. AMICA maximizes mutual information
reduction and the dipolarity of scalp projections following
decomposition (Delorme, Palmer, Onton, Oostenveld, &
Makeig, 2012). AMICA was performed on 45 min of EEG
data for each participant. Thus, the number of time points
used to estimate the weighting matrix ranged from 161 to
177 times the number of channels squared, exceeding rec-
ommendations for satisfactory decomposition (Delorme
et al., 2012). Next, an equivalent dipole current source
was fit to each independent component from a three-shell
boundary element model using the DIPFIT toolbox in
EEGLAB (Oostenveld&Oostendorp, 2002). The EEG elec-
trode positions were aligned to fit the standard Montreal
Neurological Institute brain. Then, individual components
accounting mainly for electrooculographic, electrocardio-
graphic, electromyographic, or line noise were removed
from the data. Component rejection was performed man-
ually guided by the following criteria: (i) component’s
topography, (ii) component’s time series, (iii) compo-
nent’s power spectrum properties, and (iv) properties of
the dipole associated to each component: localization
outside of the head or close to the eyes jointly with low
variance (up to 5%). On average, we removed two compo-
nents per participant (range: 1–5). From this step, the
ERPs and event-related spectral perturbations (ERSPs)
were computed.

After data preprocessing, in the voiceless standards
block, there were, on average, 69 voiced deviants (SD =
9.2) and 440 voiceless standards (SD= 61.3). In the voiced
standards block, there were, on average, 71 voiceless devi-
ants (SD=7.1) and 435 voiced standards (SD=51.1). Over-
all, there were, on average, 438 standards (SD = 55.9) and
70 real deviants (SD = 8.2) per block, and the number of
trials were approximately equivalent across blocks. More-
over, data preprocessing did not disproportionately affect
the different real deviant categories (percentage of trials
retained after data preprocessing; voiced deviant stop:
92.9%; voiced deviant fricative: 91.6%; voiceless deviant
stop: 93.7%; voiceless deviant fricative: 95.4%).

ERP Analysis

First, the continuous EEG signal was down-sampled to
250 Hz. Next, epochs were extracted with a 100-msec
prestimulus baseline and a 700-msec poststimulus onset
time window. Epochs were baseline corrected using the
100-msec prestimulus baseline. Average ERPs were calcu-
lated for each condition. The difference ERPwaveformwas
obtained for each block by subtracting the ERPs of the
standard from the deviant. Because MMNs are largest over
fronto-central scalp areas when referenced to linked
mastoids (Näätänen, Paavilainen, Rinne, & Alho, 2007),
the eight fronto-central electrode sites (i.e., Fz, FC1/2,
Cz, C3/4, CP1/2) were collapsed. The resulting channel-
averaged ERPs for each condition were statistically
compared at each time point. Statistical analyses were
conducted in the −100- to 700-msec time window with
permutation tests on the t statistic and a false discovery
rate (FDR) correction for multiple comparisons. The num-
ber of permutations was set to 2000. Differences with
pFDR < .05 are reported as statistically significant.
To ensure that the observed ERP responses are driven

by the standard–deviant relationship, we also included a
control analysis. In this analysis, the ERP to the deviant is
compared with the ERP to the standard version of the
same stimulus (Hestvik & Durvasula, 2016; Peter,
McArthur, & Thompson, 2010; Pulvermüller & Shtyrov,
2006; McGee et al., 2001; Deacon, Gomes, Nousak, Ritter,
& Javitt, 2000). This type of analysis is referred as the iden-
tity MMN (iMMN). The iMMN for the voiced consonants
was calculated by comparing the ERP responses when they
were the standard (voiced standard block) compared to
when they were the deviant (voiceless standard block).
Similarly, the voiceless iMMNwas calculated by comparing
the ERP of the voiceless standards in the voiceless stan-
dard block versus the ERPs of the voiceless deviants in
the voiced standard block. Despite substantial variation
in the standards and deviants in the current design, it is
possible that any differences in the within-block compari-
son may arise because of the ERPs being different to
voiceless and voiced consonants and not because of the
standard–deviant relationship. The iMMN comparison
potentially eliminates this confound. The presence of an
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iMMN suggests that the differences observed in thewithin-
block MMN cannot be solely attributed to intrinsic ERP
response differences to voiceless versus voiced conso-
nants, but that the MMN is also driven by the standard–
deviant relationship.

ERSP Analysis

For the ERSP analysis, epochs were extracted from the
continuous EEG signal with a 1-sec baseline and 2-sec
poststimulus onset time window. The time–frequency
decomposition of each epoch was computed using a
wavelet window Morlet taper. The number of cycles in
each Morlet increased linearly in 0.8 cycles beginning at
3 cycles at 3 Hz. Single-trial normalization at each time–
frequency bin was performed by dividing frequency spe-
cific power averaged from −444 to −300 msec. Finally,
ERSPs containing estimations from 3 to 30 Hz and −300
to 700 msec were averaged across all channels for each
condition. Statistical analyses comparing the voiced and
voiceless standards were conducted with bootstrap tests.
The number of random samples used in the bootstrap was
2000. Differences with pFDR < .05 are reported as statisti-
cally significant.

RESULTS

ERPs

Average waveforms elicited over fronto-central electrode
sites in each block are presented in Figure 3. Figure 3A
shows the grand average for the voiceless standard block.
The permutation test revealed significant differences in
the time window from 116 to 196 msec and a later time
window, from 316 to 440msec. Figure 3B shows the grand
average in the voiced standard block. The response to the
voiceless deviant was relatively more negative in the 216-
to 240-msec time window and at two very brief later time
windows (i.e., 532–556 msec, 636–648 msec); however,
the voiceless deviant elicited a larger positivity in the

292- to 364-msec time window relative to the voiced
standard. Figure 3C provides a comparison of the two
standards. The voiced standard stimuli elicited a larger
negativity in the 68- to 138-msec time window and a larger
positivity in the 208- to 248-msec timewindow. In turn, the
voiceless standard stimuli elicited a larger positivity in the
292- to 436-msec time window. A comparison of ERP
responses to the standards based on manner (i.e., stop,
fricative) and voicing (i.e., voiced, voiceless) is provided
in Appendix A. Finally, Figure 3D compares the difference
waves between the two blocks (deviant minus standard).
The difference between the deviants and standards across
the two blocks is evident between 96 and 188 msec and
between 288 and 412 msec.

Overall, in the voiceless standards block, the voiced
deviant eliciting a larger negative deflection in the ERP rel-
ative to the voiceless standard is consistent with typical
observations in anMMNparadigm. In the voiced standards
block, the most robust difference is during the 292- to
364-msec time window. There, the deviant elicited a larger
positive response relative to the standard, which is oppo-
site of the characteristic MMNpattern. The presence of the
early and late negative ERP deflections in the voiceless
standard block suggests that auditory cortex was able to
perceptually group the voiceless consonants together.

Next, we conducted an iMMN analysis to establish
whether the MMN effect is driven by the standard–deviant
relationship. Figure 4 shows that there was no difference
when the voiceless consonants were the standards relative
towhen theywere the deviant. Thepanels beneath the ERP
waveforms show the difference waves (deviant minus stan-
dard) for each block. In the voiced consonants iMMN com-
parison, voiced consonants as the deviant elicited a larger
negativity in the 196- to 212-msec time window compared
to when they served as the standards. Results from iMMN
analysis suggests that the differences in the within-block
MMN comparison above are not solely because of intrinsic
ERP responses to voiced and voiceless consonants alone
but also reflect the standard–deviant relationship.

Figure 3. Average ERP responses for the within-block comparisons. ERPs are the average of eight fronto-central scalp electrodes (Fz, FC1/2, Cz, C3/4,
CP1/2). (A) ERP responses in the voiceless standards block: voiceless standard and voiced deviant; (B) ERP responses in the voiced standards block:
voiced standard and voiceless deviant; (C) ERP responses to the standards: voiceless standard and voiced standard; (D) comparison of ERP difference
waves (deviant minus standard) in each block (voiced refers to the voiced standards block, voiceless refers to the voiceless standards block). Rug
plots along the x axes indicate time points when the comparison was statistically significant (see text for analysis procedures). Shaded regions
represent the 95% confidence interval of the mean.
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Thus far, the MMN comparisons have focused on fronto-
central electrode sites. Analyzing the topographic distribution
allows us to (i) identify the extent over the scalp in which
these differences are observed and (ii) confirm that the
overall distribution of our responses is consistent with
the typical MMN topographical patterns. Given that such
extensive intercategory variation in the standards is rarely
tested, it is also important to provide amore complete pic-
ture of the nature of these responses. The two distinct
time windows selected are within the typical MMN range:
125–225 msec and 300–400 msec. These time windows
also align with the within-block MMN and iMMN results.
Figure 5A presents each condition’s topographical ERP
distribution in the earlier 125- to 225-msec time window.
In the within-block comparison (Figure 5C), the voiced
deviant elicited a relatively larger negativity compared to
the voiceless standard in the voiceless standard block. This
difference was distributed over frontal, central, parietal,
and occipital electrode sites. There were no differences
between the voiceless deviant and the voiced standard
in the voiced standards block and no difference between
the iMMN difference waves. In the iMMN comparison
(Figure 5B), the voiced deviant elicited a relatively larger

negativity compared to the voiced standard over central
and parietal electrode sites. No difference was observed
in the voiceless comparison. The iMMN differences are
distributed more squarely over central electrode sites in
the voiced consonants comparison. In the within-block
MMN comparison, the differences observed in the voice-
less standards block extends beyond the fronto-central
electrode sites in the ERP waveform analysis to include
posterior and occipital sites.
To assess the nature of the ERP differences in the later

time window, we also conducted an analysis in the 300- to
400-msec time window (Figure 6). In the within-block
comparison (Figure 6C), we observed differences in both
blocks. In the voiceless standards block, the voiced devi-
ant elicited a larger negativity relative to the voiceless stan-
dard. In the voiced standards block, the voiceless deviant
elicited a relatively larger positivity compared to the
voiced standard. This larger positivity is inconsistent with
typical MMN reports. Again, this effect was widely distrib-
uted over nearly all electrode sites. No iMMN (Figure 6B)
was observed in the later time window. In summary, the
extent of the topographic differences over the scalp in
the later time window are even greater than those in the

Figure 4. iMMN ERP responses averaged over eight fronto-central scalp electrodes (Fz, FC1/2, Cz, C3/4, CP1/2) for (left) voiceless standards and
deviants and (right) voiced standards and deviants. The bottom panels are the difference ERP waves, computed as the response to the standard
subtracted from the response to the deviant, for the (left) voiceless consonants and (right) voiced consonants. Rug plots along the x axes indicate
time points when the comparison was statistically significant (see text for analysis procedures). Shaded regions represent the 95% confidence interval
of the mean.
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earlier time window; the voiceless standards block shows
the relatively larger negativity consistent with the typical
MMN distribution, whereas the voiced standards block
shows the opposite pattern, inconsistent with the typical
MMN distribution.
Summarizing, for the within-block comparisons, the

voiceless standard block showed the canonical MMN pat-
tern in two time windows, an earlier (125–225 msec) and
later time window (300–400 msec). That is, voiced devi-
ants elicited a larger negativity when preceded by a series
of voiceless standards. Moreover, the iMMN response to
voiced stimuli when they were a deviant resulted in a
larger negativity compared to when they were the stan-
dard. On the other hand, voiceless deviants showed a
larger positivity when preceded by a series of voiced stan-
dards in the later time window but not in the earlier time
window. The timing and distribution of the larger negativ-
ity to the voiced deviants are consistent with previous
MMN reports (Näätänen et al., 2007). The larger positivity
to the voiceless deviants in the voiced standard block is

not likely an MMN, but is also consistent with previous
reports that have used an intercategory variation many-
to-one oddball paradigm for the unmarked standards
(Fu & Monahan, 2021).

ERSP

To assess whether neural activity preceding the voiced and
voiceless standards is different, we analyzed the oscillatory
power of the responses to the standards. Although we
were particularly interested in the prestimulus period
and beta-band frequencies, the analysis included a more
complete exploration of the oscillatory activity, until
700-msec poststimulus onset and frequencies between 3
and 30 Hz. Figure 7A presents these results. First, consis-
tent with our predictions, we observed decreased beta-
band oscillatory power in the prestimulus baseline
(−140 to −40 msec) for the putatively underspecified
voiced standards relative to the specified voiceless stan-
dards (see the work of Scharinger et al., 2016). Next,

Figure 5. (A) Voltage topographic maps for the 125- to 225-msec time window. (B) iMMN comparisons between standards and deviants across
experimental blocks. (C) Within-block MMN comparisons between standards and deviants within experimental blocks. Electrodes highlighted in
white squares denote electrode sites with significant differences using a permutation test ( pFDR < .05). Topographic plots use the linked mastoid
reference, whose locations are marked with an ‘x’. See the Methods section for analysis procedures.
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Figure 6. (A) Voltage topographic maps for the 300- to 400-msec time window. (B) iMMN comparisons between standards and deviants across
experimental blocks. (C) Within-block MMN comparisons between standards and deviants within experimental blocks. Electrodes highlighted in
white squares denote electrode sites with significant differences using a permutation test ( pFDR < 0.05). Topographic plots use the linked mastoid
reference, whose locations are marked with an “x.” See the Methods section for analysis procedures.

Figure 7. (A) ERSP for both the voiced standards (left) and voiceless standards (center). Third panel illustrates the results of a statistical comparison
between the two ERSPs. The ERSP response to the voiced standards has higher oscillatory power compared to the ERSP response to the voiceless
standards in theta-band (3–10 Hz) between 150 and 200 msec. In the prestimulus period, beta-band oscillatory power differences (13–18 Hz, marked
with a dashed rectangle) are observed between the two standard conditions. The voiced standards show lower oscillatory power relative to voiceless
standards. (B) Distribution of significant channel responses (marked in red) to beta-band (13–18 Hz) oscillatory power in the prestimulus period
(−140 to −40 msec).

628 Journal of Cognitive Neuroscience Volume 34, Number 4

D
ow

nloaded from
 http://direct.m

it.edu/jocn/article-pdf/34/4/618/1996967/jocn_a_01817.pdf by guest on 08 Septem
ber 2023



voiced standards showed increased oscillatory power on
frequencies in the theta-band range (3–7 Hz) approxi-
mately from stimulus onset until 400-msec poststimulus
onset. The opposite pattern, larger oscillatory power in
the voiceless standards relative to the voiced standards,
was observed between 11 and 16 Hz in the 200- to
250-msec time window. Figure 7B provides the topo-
graphical distribution of channels that show a difference
between the two standard conditions in the beta-band
between −140- and −40-msec prestimulus onset. This
time windowwas chosen based on the bootstrap statistical
test. The beta-power differences localized over fronto-
central electrode sites. These differences in prestimulus
beta-power are detected using a bootstrap test and
pFDR < .05 but disappear with the more conservative per-
mutation test. In general, these results suggest the voice-
less segments provide predictive information.

DISCUSSION

The goal of the current experiment was to determine
whether auditory cortex represents abstract phonological
features. Specifically, we tested English voicing, which
codes stops and fricatives as voiced or voiceless. We used
a many-to-one oddball MMN design to test if listeners con-
struct a unified auditorymemory representation of distinct
phonetic cues that are functionally linked to one phonol-
ogical feature. The key feature of the design is that inter-
category variation is introduced into the standards. A
many-to-one relationship only exists if spectral and tempo-
ral phonetic cues to voicing are grouped together. This
many-to-one relationship would lead to an MMN effect.
The absence of an MMN would suggest no perceptual
grouping. Below, we discuss the three primary findings
from the current study.
First, in the context of voiceless standards, the neuro-

physiological response reflects a disjunctive encoding of
a spectral and temporal phonetic cue that is functionally
linked: periodic, low-frequency spectral energy in frica-
tives, and VOT in stops. A larger negative deflection
over fronto-central electrode sites was observed in two
distinct time windows to the voiced deviants in the con-
text of a series of voiceless standards: 116–196 msec and
316–440 msec. The timing and topographic distribution
of these responses indicate that these are the MMN
(Näätänen & Kreegipuu, 2012; Näätänen et al., 2007;
Näätänen, 2001). Observing the MMN suggests that the
auditory memory trace for the standards was constructed
based on the voicing feature, despite its distinct phonetic
implementation in stops versus fricatives. That is, spectral
and temporal phonetic cues can be disjunctively coded
when they are functionally linked in the phonology.
Second, an MMN was observed only in the voiceless

standards block. Asymmetric MMNs of this type are not
uncommon. As noted above, previous MMN results have
found that in English, voiced stop (Hestvik & Durvasula,
2016) and fricative (Schluter et al., 2017) deviants elicit a

larger MMN in the context of a series of voiceless stops or
fricatives, respectively. The conclusion drawn is that in
English, voiceless consonants are specified for their voic-
ing with the feature [voiceless], whereas voiced conso-
nants are underspecified for voicing (Avery & Idsardi,
2001; Iverson & Salmons, 1995). Considering these previ-
ous findings, the observation in the current study that the
voiced deviant elicited a negative deflection in the voice-
less standards block was predicted. Differences were larg-
est over fronto-central electrode sites, where the MMN is
typically observed. The presence of an MMN in the 100- to
200-msec time window is consistent with the time course
of a number of studies using the MMN to investigate
speech sound categories (Cornell et al., 2011; Ylinen,
Shestakova, Huotilainen, Alku, & Näätänen, 2006; Phillips
et al., 2000;Winkler et al., 1999; Näätänen et al., 1997). The
later negative deflection has also been observed in oddball
experiments that expose listeners to intercategory varia-
tion in the standards (Fu & Monahan, 2021), which might
require listeners to tap into putatively phonemic levels of
representation (Kazanina et al., 2006) or perceptually group
experimental stimuli based on dialect (Lanwermeyer et al.,
2016; Scharinger, Monahan, & Idsardi, 2011).

In a comparison of the standards, the voiced standards
elicited a larger negativity in an early time window
(∼100-msec poststimulus onset) and a later time window
(∼300- to 430-msec poststimulus onset). It is possible that
the differences in the standards comparison are because
of differences in the obligatory auditory evoked potential
responses to the voiced consonants as a class compared to
the voiceless consonants as a class. First, however, MMN
and repetition suppression (Larsson & Smith, 2012;
Gruber, Malinowski, & Müller, 2004) experiments suggest
that repetition fundamentally alters responses to exoge-
nous stimuli. Moreover, it is possible, for example, that
repetition intrinsically affects one category differently
from the other. This is especially relevant in designs where
asymmetric responses are predicted, as in the current
experiment. Second, the responses in the late time
window here are consistent with previous findings (Fu &
Monahan, 2021). There, the deviant in the underspecified
standard block elicited a positivity in the ∼300- to
400-msec time window, and the deviant in the specified
standard block elicited a negativity in a similar time win-
dow. That experiment and the current experiment used
two distinct features (i.e., [retroflex] vs. [voiceless]) from
two distinct languages (i.e., Mandarin Chinese vs. English).
That said, we cannot entirely rule out an auditory evoked
potential account of the standards in the within-block
analysis.

To address this possibility, an iMMN analysis was con-
ducted. While the within-block MMN contrast compares
standards and deviants from within the same block
(Scharinger et al., 2012, 2016; Kazanina et al., 2006;
Näätänen et al., 1997; Kraus, McGee, Sharma, Carrell, &
Nicol, 1992), it is possible that the MMN could be partially
driven by intrinsic ERP responses to different acoustic–
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phonetic (or even phonological) properties of the stimuli.
An iMMN analysis, however, putatively eliminates the
influence of stimulus intrinsic properties by comparing
the responses to the same category (or class of speech
categories) to itself when in the standard and deviation
position. Similar experiments testing phonetic and pho-
nological representations have also reported the iMMN
(Fu & Monahan, 2021; Hestvik & Durvasula, 2016; Cornell
et al., 2011, 2013). In the current iMMN analysis, the ERP to
the voiced deviants was more negative relative to the ERP
to the voiced standards around 200-msec poststimulus
onset. No such differences were observed in the compar-
ison of the voiceless consonants. The difference in the
iMMN suggests that the results of the within-block MMN
comparison cannot be solely because of intrinsic physical
differences between voiced stops and fricatives as a class,
relative to voiceless stops and fricatives.

As noted above, Fu and Monahan (2021) also report an
asymmetric MMN with intercategory variation in the
standards but tested retroflex consonants in Mandarin
Chinese. There, Mandarin-speaking participants were
exposed to intercategory variation in the standards. An
MMN was observed only in the retroflex standard block,
where retroflex consonants were the standards and non-
retroflex consonants were the deviants. No MMN was
observed when nonretroflex consonants were the stan-
dards and retroflex consonants were the deviants. It was
concluded that the feature [retroflex] was extracted from
the sequence of standards in the retroflex standards block
and served as the basis for the auditory memory trace.
Whereas intercategory variation was used in the standards,
stops, affricates and approximants all acoustically code
retroflex similarly, that is, lower spectral energy ranges.
Like the current experiment, an MMN in the retroflex
standard block was observed in a later time window
(256–380 msec). There, it was argued that the later nega-
tivity might reflect the added task difficulty involved with
having to group various phonetic categories with one
another based on a single phonetic feature. Negative
deflections in this study also occurred around 316- to
440-msec poststimulus onset, which is later than the
normal MMN window (Strotseva-Feinschmidt, Cunitz,
Friederici, & Gunter, 2015; Martynova, Kirjavainen, &
Cheour, 2003; Čeponienė et al., 2002; Cheour, Korpilahti,
Martynova, & Lang, 2001). Late negativities have been
observed in both speech (Fu & Monahan, 2021; Datta
et al., 2020; Hestvik & Durvasula, 2016) and nonspeech
paradigms (Peter, McArthur, & Thompson, 2012; Zachau
et al., 2005). These late negativities typically appear with
the within-block MMN but can also appear independently
(Strotseva-Feinschmidt et al., 2015). Bishop, Hardiman,
and Barry (2011) suggest that late negativities might
appear as a result of additional processing required by
certain features of stimuli that are difficult to detect.

Gomes et al. (1995), who included variation across mul-
tiple cues in the standards, observed an MMN at approxi-
mately 250-msec poststimulus onset. This is later than

other studies that used sinusoids as their stimuli (e.g.,
Sams, Paavilainen, Alho, & Näätänen, 1985). In another
varying standards design, Hu, Gu, Wong, Tong, and
Zhang (2020) observed a visual MMN in the 230- to
290-msec time windowwhen participants could group dis-
tinct, visually presented lexical items belonging to the
same semantic class (e.g., colors vs. tastes). The later time
course of differences in the current experiment might
reflect the more complex integration of multiple catego-
ries into a single memory trace. Alternatively, these late
negativities might also reflect the increased time taken
to accumulate sufficient information to identify the stimu-
lus as deviating from the standard. It should also be noted
that in the current experiment, we observed a positivity in
the voiced standards block, which is putatively the block in
which the standards could not be grouped together if
voiced consonants lack a specification for voicing. In
another study, we also observed a larger positivity to the
deviant in the underspecified standard block in a similar
time window, that is, 320–364 msec (Fu & Monahan,
2021). The topography and time course of the positivity
response are similar across the two experiments. Previous
experiments on speech sound categories have reported
differences in the P3 time window (Friedman, Cycowicz,
& Gaeta, 2001; Escera, Alho, Schröger, & Winkler, 2000),
but these often include overt tasks that require attention
even if they are irrelevant to the standard or deviant stimuli
(Winkler et al., 2003). Given the passive nature of the cur-
rent design, the P3a, which is often elicited as an orienting
response in oddball tasks with an overt task (Polich, 1993,
2007), was not predicted and is also not present in the cur-
rent iMMN comparisons. Moreover, the substantive pho-
netic variation in our standards and deviants likely reduced
the saliency of a change from standard to deviant and, as
such, was potentially too subtle to draw participants’ atten-
tion. To summarize our second finding, we observed an
asymmetric MMN in both the within-block MMN and
iMMN analyses, consistent with previous findings on
English voicing in stops and fricatives, independently, as
well as previous findings that have used intercategory
variation in the standards. Moreover, the effects observed
in the later time windows may reflect the additional
processing demands and complexity that result from the
current design.
Third, linguistic features appear to be used to generate

predictions about the incoming auditory stimulus. This
predictiveness occurs despite physical variation in the
repeating standard auditory stimuli (Winkler et al.,
1990). Predictions are created even when the standards
remain constant along one physical dimension while vary-
ing in others, for example, when remaining constant in
duration but varying in intensity and frequency (Nousak,
Deacon, Ritter, & Vaughan, 1996; Gomes et al., 1995).
This result is consistent with previous findings of infor-
mation propagation from higher-level regions of the
functional hierarchy observable in prestimulus intervals
(Bastos et al., 2015) and in the activation of higher-level
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linguistic representations during language comprehension
(Molinaro, Monsalve, & Lizarazu, 2016). This prestimulus
differential neural activity in beta-band could be consid-
ered a hallmark of predictive coding mechanisms. That
is, abstract characteristics of the speech sound repre-
sentation are being predicted, perhaps demonstrating
an instance of “what” cortical hypothesis generation
(Doelling et al., 2014). The MMN is argued to be based
on predictive neurophysiological models, where sensory
cues and abstract information combine to produce predic-
tions about upcoming sounds (Winkler, 2007). If the MMN
fundamentally reflects predictive mechanisms (Wacongne
et al., 2011; Garrido, Kilner, Kiebel, & Friston, 2009;
Winkler, 2007; Friston, 2005), the response to the deviant
then indicates a predictive coding error with the con-
structed neural representation of the standard. As such, it
is predicted that differences in beta-band oscillations
should be observed within an MMN paradigm.
Beta-power in electrophysiological responses has been

taken to indicate information propagation from higher-
order brain areas and levels of representation (Riddle
et al., 2019; Bidelman, 2015; Lewis, Wang, & Bastiaansen,
2015; Fontolan et al., 2014; Arnal & Giraud, 2012; Arnal
et al., 2011; Buschman & Miller, 2007; Engel & Fries,
2010; Wang, 2010). In addition, beta-band oscillatory
power increases if the system maintains the actual lan-
guage stimuli inmemory, and it will decrease if the current
cognitive state is interrupted by novel and/or unexpected
stimuli. Consequently, a beta-band oscillatory power
decrease predicts the probability of new processing
demands (Engel & Fries, 2010). Scharinger et al. (2016)
observed increased prestimulus beta-power when the
standard was specified (i.e., [ɪ]) and decreased prestimu-
lus beta-power when the standard was underspecified
(i.e., [ɛ]). Here, we also observed a similar increase in
prestimulus beta-power in the block where the standards
were the specified, that is, voiceless consonants, and a
decrease in beta-power prestimulus onset when the stan-
dards were the underspecified, that is, voiced consonants.
The specification for voiceless consonants likely forms the
basis of the auditory memory trace and is used to predict
the upcoming speech sound. Moreover, it also potentially
reflects the added maintenance of linguistic stimuli in
memory, as they are marked with the feature [voiceless].
This is compared to the voiced consonants, which are
underspecified for voicing. Furthermore, we observed
reduced theta-power in the voiceless standards relative
to the voiced standards, which is consistent with the con-
struction of a short-term auditory memory trace in the
voiceless standards block. Although we did not have pre-
dictions regarding differences in theta-band power, this is
in a similar time window and frequency band as the MMN.
Positing that voiceless consonants are marked is consis-

tent with proposals from linguistic theory (Avery & Idsardi,
2001; Iverson & Salmons, 1995). Given the ERP findings,
the voiced deviants elicited a larger MMN in the context
of the series of voiceless standards. If the voiceless

standards are marked with the feature [voiceless] and this
feature results in greater habituation because of the
many-to-one organization of the standards, we expected
increased beta-band oscillatory power in the voiceless
standards block relative to the voiced standards block. In
the ERSP results, the voiceless standards did elicit an
increase in prestimulus beta-power compared to the
voiced standards. Consistent with the ERP results, where
an MMN was elicited only in the voiceless standards block,
we attribute this increase in prestimulus beta-power to the
voiceless standards in the oscillatory response to the
marked feature [voiceless] that could be extracted and
grouped. Again, this is potentially because of the construc-
tion of a short-term auditorymemory trace to the voiceless
standards, considering that the voiceless standards had
the marked feature [voiceless] that could be extracted
and grouped.

Not all accounts of neurophysiological and perceptual
asymmetries rely on featural underspecification. Previous
neurophysiological asymmetries have been attributed to
low-level feature detectors based on specific acoustic
properties that differ between standards and deviants
(see the work of Maiste et al., 1995, for spectral differences
between [ba] and [da]; Hisagi, Shafer, Strange, &
Sussman, 2010, 2015; see the work of Ylinen et al., 2006,
for vowel duration differences). Given that we did not find
reliable unified differences separating voiced and voiceless
stimuli in any of the acoustic dimensions that we mea-
sured in our stimuli, this is unlikely to be able to provide
a plausible explanation for the effects found in this study.
Moreover, if voiceless sounds are indeed specified for
their voicing and voiced sounds are underspecified, our
results are opposite of the work of Bishop, O’Reilly, and
McArthur (2005). There, an MMNwas observed only when
frequency-modulated tones—which are presumably
marked for an additional acoustic property—served as
deviants in the context of unmodulated sinusoid stan-
dards, whereas no MMN was observed in the opposite
configuration.

Perceptual asymmetries have also been observed in
vowel perception, with discrimination performance
depending on the order in which the stimuli are pre-
sented. Several behavioral studies have shown that it is
easier to discriminate contrasts that move frommore cen-
tral to more peripheral, and thus more acoustically focal,
regions of the vowel space than when the same stimuli are
presented in the opposite direction (Masapollo, Polka,
Molnar, & Ménard, 2017; Polka & Bohn, 2003, 2011); how-
ever, neurophysiological evidence for these asymmetries
is less robust (de Rue et al., 2021; Polka, Molnar, Zhao, &
Masapollo, 2021; Riedinger, Nagels, Werth, & Scharinger,
2021). In addition to vowel peripherality and focality,
prototypicality and frequency also result in perceptual
asymmetries (Kuhl et al., 2008; Kuhl, Williams, Lacerda,
Stevens, & Lindblom, 1992). It is unclear, however, how
easily notions of peripherality, centrality, and prototypi-
cally in a two-dimensional vowel space translate into the
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consonant domain, where the space is less continuous
and potentially more multidimensional.

Frequency might also be a factor in the current results.
Both lexical frequency, that is, how common a phoneme
or a word is in a language, and cross-linguistic frequency,
that is, how common a phoneme is across the world’s lan-
guages, have been shown to affect MMN results. Lexical
frequency appears to result in asymmetric neurophysio-
logical responses (Jacobsen et al., 2004, 2021; Alexandrov,
Boricheva, Pulvermüller, & Shtyrov, 2011; Jacobsen,
Schröger, Winkler, & Horváth, 2005). If larger MMNs are
observed to higher-frequency deviants relative to lower-
frequency deviants (Alexandrov et al., 2011), then we
might predict a larger MMN to the voiceless deviants, as
the voiceless consonants in our study are more frequent
in English than the voiced consonants (Wang & Crawford,
1960). We, however, found the opposite pattern: Voiced
deviants in the context of voiceless standards resulted in
larger MMNs. It is also possible that the cross-linguistic fre-
quency of a given phoneme or phoneme class might affect
MMN responses. For example, Shafer, Schwartz, and
Kurtzberg (2004) observed an earlier negativity in Hindi
participants compared to English participants when retro-
flex [ɖ] served as the standard and [b] was the deviant,
compared to the opposite configuration. They posit that
this asymmetry might be because retroflex consonants
are cross-linguistically less common. In the context of
the current experiment, voiced consonants are cross-
linguistically less common than voiceless consonants
(Maddieson, 1984). Given the Shafer et al. (2004) results,
this might predict earlier/ larger MMNs to the higher-
frequency voiceless deviants in the context of the lower-
frequency voiced standards. Again, we observed the
opposite pattern, suggesting that neither lexical frequency
nor cross-linguistic frequency is principally responsible
for the effects observed in the current experiment.

There is now emerging evidence favoring not only
underspecified features being stored, as described above,
but also cross-linguistic evidence that auditory cortex sup-
ports featural underspecification in distinct laryngeal sys-
tems. Using Japanese, where [voiced] is the putatively
marked feature, Hestvik et al. (2020) observed a larger
MMN when voiced stops were the standard compared to
when voiceless stops were the standard. And using
Danish, Højlund, Gebauer, McGregor, and Wallentin
(2019) observed a larger MMN when [d] was the standard
compared to when [th] was the standard. They posit that
this is potential evidence for the claim that voiced conso-
nants aremarked in Danish, whereas voiceless consonants
are unmarked.

Future research could include designs that synthetically
minimize acoustic differences between different speech
sound classes. The goal would be to further isolate the
contribution of the abstract phonological feature [voice-
less] in the elicitation of the MMN in intercategory oddball
designs. For the items in the current experiment, individ-
ual secondary acoustic–phonetic cues to voicing do not

reliably predict voicing category membership (see
Table 1 and Figure 2); however, it is possible that multiple
secondary cues (e.g., f0 and F1, duration and f0) might
conspire to provide a reliable signal-driven cue to phonol-
ogical voicing. If true, this would indicate that participants
could rely on a combination of acoustic–phonetic cues to
identify phonological categorymembership. This could be
tested with a design systematically controlling all acoustic
cues in the stimuli. Moreover, different languages could be
brought to bear on the current research questions. For
example, Spanish and English speakers could be com-
pared on the Spanish and English voicing contrasts. Recall
that Spanish voiced stops and voiced fricatives use the
same phonetic cue to phonological voicing, whereas
English stops and fricatives use distinct phonetic cues.
Such cross-linguistic comparisons could further empha-
size the role that (i) the native language voicing inventory
plays in the construction of auditory memory traces that
reflect abstract phonological features and (ii) the distribu-
tion of different phonetic cues plays in the construction of
phonological features. If acoustic–phonetic features,
rather than an abstract phonological feature, were the pri-
mary drivers of the MMN effect, we would expect to find
similar performance by the two language groups when
listening to the same stimuli. On the other hand, if pho-
nology is the main driver, as we expect, we would posit
different performance across the two groups.
A limitation of the current study is that given the num-

ber of deviants used in the current design, it is difficult to
know whether stops or fricatives played distinct roles in
the perceptual grouping of voicing or the elicitation of
the MMN. Each block contained 75 deviants. Forty-five of
these deviants were stops and 30 were fricatives. This
results in lower than desired power to determine their
independent effects. For example, given the distinct
nature of how voicing is coded in stops versus fricatives,
it might be the case that voiced stops resulted in a larger
MMN than voiced fricatives in the context of voiceless
standards; however, the ratios of stops to fricatives were
similar in the standards and deviants across both blocks,
and so this is unlikely to be the case. At this point, we do
not have clear predictions about which manner of articu-
lation might have an increased effect on the MMN, but the
current design makes it difficult to ascertain. We leave this
possibility for future research.
The current results support theories of language pro-

cessing that posit that speech sounds are stored in terms
of featural representations and that these features are
utilized during on-line spoken word recognition (Hickok,
2014; Poeppel & Monahan, 2011; Gow, 2003; Stevens,
2002; McClelland & Elman, 1986; Halle & Stevens, 1962).
Whether researchers should search for linguistic units of
representation in perception is contentious. In particular,
Goldinger and Azuma (2003) and Samuel (2020) have
argued against positing the phoneme and, to a lesser
extent, the feature as a unit of language processing and
perception. Their position is that the search for identifying
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units as conceptualized in linguistics within perception is
misguided. As reviewed above, however, there is a body
of neurophysiological evidence that is consistent with
feature-based speech sound representations. Moreover,
various models of feature representations (e.g., underspe-
cification)make specific predictions regarding neurophys-
iological response asymmetries, and these patterns have
been replicated across several speech sound classes and
in different languages (see the work of Monahan, 2018,
for a review). In particular, the current results indicate a
brain signature underlying abstract groupings of speech
sounds and are consistent with predictive theories of
processing that are at least partially based on phonological
features, such as analysis by synthesis (Halle & Stevens,
1962; Poeppel & Monahan, 2011).

Conclusion

The current experiment provides neurophysiological evi-
dence that distinct phonetic cues that are functionally
linked in a language’s phonology are grouped together.
This is shown by the presence of an MMN when hearing
deviants that differ from the standards in their phonolo-
gical voicing. This is true even when the speech sounds
encompass phonetically distinct realizations of a single
phonological feature. The MMN was asymmetric, consis-
tent with previous studies arguing for underspecified
featural representations. Here, the results support the
conclusion that voiceless consonants in English are speci-
fied as [voiceless], whereas voiced consonants are under-
specified for voicing. Moreover, we observed a difference
between the voiced and voiceless standards in the prestim-
ulus baseline, suggesting that predictions regarding
which sounds come next can be constructed from speci-
fied features. These results point toward auditory cortex’s
ability to disjunctively code spectral and temporal
phonetic cues when they are functionally joined and,
ultimately, to encode abstract phonological features. In
summary, the current work demonstrates that linguistic
units and, specifically, features do have a role to play in
understanding the cognitive neuroscience of language.

APPENDIX A

We calculated the ERPs to the four standard conditions
(i.e., voiced fricative standards, voiced stop standards,
voiceless fricative standards, and voiceless stop stan-
dards). The ERPs are presented in Figure A1 (rug plot,
top: voicing; rug plot, bottom: manner). As expected,
there are differences in the responses between the four
conditions. Most time points showed a main effect of
manner. A main effect of voicing was observed in three
principal time windows: 68–160 msec, 212–252 msec,
and 292–448 msec. There is a question as to whether
certain subcategories of speech sounds (e.g., voiced frica-
tives) could drive the MMN responses reported in the
article. To address this, we computed the ratios of stops

to fricatives in the standards and deviants after data pre-
processing. If there were substantial imbalances between
these ratios in the standards and deviants, then this could
potentially result in some subcategories driving the MMN
response more than others. The ratio of stops to fricatives
in the voiced standards (1:1.44) is similar to the ratio of
stops to fricatives in the voiceless deviants (1:1.47). The
same is true for the voiceless standards (1:1.52) and voiced
deviants (1:1.54). The differences in stop–fricative ratios in
the iMMN comparisons are slightly larger (voiceless stan-
dards: 1:1.52, voiceless deviants: 1:1.47; voiced standards:
1:1.44, voiced deviants: 1:1.54), but again, quite similar.
Given that the stop–fricative ratios are similar between
standards and deviants, it is unlikely that any one subcate-
gory is driving the MMN when comparing standards to
deviants.
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